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Abstract

Data on Google searches help predict the unemployment rate in the U.S. But the predictive
power of Google searches is limited to short-term predictions, the value of Google data for
forecasting purposes is episodic, and the improvements in forecasting accuracy are only modest.
The results, obtained by (pseudo) out-of-sample forecast comparison, are robust to a state-level
fixed effects model and to different search terms. Joint analysis by cross-correlation function
and Granger non-causality tests verifies that Google searches anticipate the unemployment rate.
The results illustrate both the potentials and limitations of using big data to predict economic

indicators.
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1 Introduction

There are over 100 billion searches on Google every month.! Could data from Google searches help
predict the unemployment rate in the United States?

Traditional labor statistics are available with at least a one-month lag. A more timely esti-
mate of the unemployment rate would be valuable. From a policy perspective, more accurate and
timely knowledge could inform better labor market and monetary policy that would help work-
ers—especially during an economic crisis.

But data on Google searches are publicly available in real time. Each search is someone express-
ing an interest in or demand for something (Brynjolfsson 2012). This information could help nowcast
the present unemployment rate, which is unknown. Furthermore, Google search queries could be
associated with future expectations and thus help forecast the future unemployment rate. Sudden
changes in Google search activity could help identify sudden changes—the turning points—in the
unemployment rate as well.

New large-scale and high-frequency data sets have been presented in the academic literature
with the promise of being able to improve macroeconomic measurement (see, for example, Aruoba
and Diebold 2010). Previously, early studies have shown that Internet search query data might
help predict influenza epidemics (Ginsberg et al. 2009), video game sales (Goel et al. 2010), and
housing market transactions (Wu and Brynjolfsson 2015). However, the data has only been used in
a handful of studies.

More recently, several studies have suggested that Google search volumes could help predict the
unemployment rate (Askitas and Zimmermann 2009; Choi and Varian 2012). The first studies on
the topic, while certainly important, only point out the dataset’s potential for forecasting. The
literature has not developed much from its first explorations in Germany and in the U.S. The
previous papers mostly report strong country-level correlations between relevant Google search
volumes and the unemployment rate, while our knowledge on the topic is still limited—the main
difference in previous studies is that they were performed in different countries.? In particular, little
is known about the actual predictive importance of Google searches.

Against this background, in this paper I address three novel questions.

!Source: Google Internal Data, 2014.

2The studies have been performed in Germany (Askitas and Zimmermann 2009), the U.S. (Choi and Varian 2012;
D’Amuri and Marcucci 2012), the UK (McLaren and Shanbhogue 2011), Israel (Suhoy 2009), Finland (Tuhkuri 2014),
Italy (D’Amuri 2009), Norway (Anvik and Gjelstad 2010), Turkey (Chadwick and Sengul 2012), France (Fondeur and
Karamé 2013), Spain (Vicente et al. 2015), Czech Republic, Hungary, Poland, and Slovakia (Pavlicek and Kristoufek
2014).



First, how far into the future could Google searches predict the unemployment rate? Most
previous papers only study monitoring the current conditions with real-time search data, but not
predicting the future. In particular, we do not know whether the predictive power of Google searches
is limited to only very short-term predictions.

Second, when could Google data be useful? Earlier studies report only historical averages. What
we do not know is whether an improvement in prediction accuracy is episodic or stable over time.
Google searches could be particularly useful during a recession, when the economic indicators are
hard to predict.

Third, how much could Google searches improve unemployment forecasts? Previous studies
report a wide range of results—from small to very large improvements in prediction accuracy.
Importantly, most previous studies do not ascertain whether the improvements they found are
significant.

Since each previous study was based on country-level data around 2008 global economic crisis,
their results are based on almost a single event: a sharp increase and subsequent gradual decrease
in the unemployment rate. In contrast to previous studies, this paper constructs a state-level
panel data set to study the robustness of the results at a more granular level, which allows me to
exploit the sharp geographic and temporal variation in the unemployment rate induced by the 2008
economic crisis. Furthermore, this paper takes a novel approach by using statistics for the actual
search volumes on Google; previous studies only used normalized variation within a single keyword
over time. I use that data for variable selection—that is, to identify popular search terms. Without
that knowledge, we were earlier only guessing which terms people actually used. This approach also
allows us to weight search terms by their prevalence.

The questions of this paper are relevant: Google data is one of the largest data sets ever collected.
Forecasters and researchers alike need to know how useful it actually is. The answers, in turn, will
illustrate the potentials of Google search data for economic research and for real economic agents.
The questions are also more generally relevant since none of them have been discussed in-depth in
other contexts in which Internet search data could be useful.

This paper uses a (pseudo) out-of-sample forecast comparison methodology. The main model
contains a variable, Google Index, constructed from Google data using approximately 35 million3
search queries related to unemployment benefits. The underlying idea is that Google searches

on these topics could be associated with actual filings for unemployment benefits. That is, more

3Source: Google AdWords, 2014.



searches could signal higher unemployment. In contrast to previous studies, this paper also provides
descriptive joint analysis to describe the intertemporal relationship between relevant Google searches
and the unemployment rate.

As I said earlier, one of the motivations to use timely data, such Google data, is that the
traditional statistics are released with a lag. In that sense, this paper is closely related to the more
general and rapidly expanding literature on macroeconomic monitoring and real-time data analysis
(see, Croushore 2006; Aruoba and Diebold 2010; Banbura et al. 2013, and the references therein).
Real-time assessment of current macroeconomic activity is also called nowcasting (Giannone et al.
2008).

But real-time data sources could also have practical relevance for several economic agents. For
example, central banks are interested in acquiring real-time information on the economy, and re-
cently, several central banks have shown interest in using Internet search data for economic forecast-
ing (see, for example, Suhoy 2009 and McLaren and Shanbhogue 2011). Several other government
institutions and NGOs worldwide, such as national unemployment offices, would also be better
equipped if they had more timely information on the unemployment rate.

This paper is also related to several other strands of literature. Current studies document that
the Internet plays an important role in the U.S. labor market (see, for example, Kuhn and Skuterud
2004; Stevenson 2008; Kroft and Pope 2014; and Kuhn and Mansour 2014). The Internet is used to
search for jobs in a variety of ways, including contacting public employment agencies and submitting
job applications (Kuhn and Mansour 2014). In particular, Google searches could offer information
on the unemployment rate and labor market activity (Baker and Fradkin 2014).

More generally, Varian (2010) reminds us that previously unrecorded activity is now recorded
by computers. For example, we get information about private actions in the labor market through
Internet search logs. This nanodata (Wu and Brynjolfsson 2015) arising as a by-product might help
improve unemployment forecasts. These new data sources are sometimes called big data. It is a
broad term that refers to new massive data sets—the amount of information created until 2003 is
now created every two days (Einav and Levin 2013, and the references therein). The broad theme

underlying this paper is whether big data could improve macroeconomic forecasts.

2 Data

The primary data sources for this paper are the Google Trends database by Google Inc. and the

Labor Force Statistics from the Current Population Survey by the U.S. Bureau of Labor Statistics.



Unemployment (%)
8 10 12
1 1 1

6
!

< -

T T T T T T
2004m1 2006m1 2008m1 2010m1 2012m1 2014m1
Time

Figure 2.1: Unemployment rate in the United States 2004-2014. Not seasonally adjusted. Source:
The Bureau of Labor Statistics.

2.1 Unemployment

Figure 2.1 describes the evolution of the unemployment rate in the United States from January
2004 until October 2014.* Typically, the unemployment rate exhibits seasonal variation, although
this is not obvious in Figure 2.1. I use the non-seasonally adjusted unemployment rate as we are
interested in short-term predictions. The evolution of the unemployment rate is characterized by a
sudden increase between 2008 and 2010 that was associated with the economic crisis. The abrupt
increase in unemployment was hard to predict—or at least, many predictions failed. New big data

sources, such as Internet search data, could help produce more accurate forecasts.

2.2 Google

The Google Trends database measures volumes of Google searches. It tells us how many searches
on certain search terms have been made, compared to the total number of Google search queries
in the same period. The data are publicly available from 2004 onwards. In the U.S., the data is
published at the state level.

In this section, I first select relevant search terms and then construct a variable that describes
search volumes for the terms. I give the variable a name, Google Indez.

I come up with 125 search terms that are related to unemployment benefits, and selected 13
terms with the highest search volumes. The search terms are: unemployment benefits, unemploy-

ment office, unemployment claim, unemployment compensation, unemployment insurance, apply

4The unemployment data for this study was retrieved from the the U.S. Bureau of Labor Statistics website on 15
December 2014.



for unemployment, applying for unemployment, filing for unemployment, unemployment online,
unemployment office locations, unemployment eligibility, ui benefits, and unemployment benefit.
This is the highest number of search terms that the Google Trends database allows to be export in
one session. Exporting the data in one session allows me to use Boolean search operators (see, for
example, Silverstein et al. 1999) later to construct a variable from the search volumes. The data
for identifying the search terms comes from the Google AdWords database. It has not been used in
the previous literature.

From 2004 to 2014, there were approximately 270,000 monthly search queries with the selected
search terms.’ In other words, the analysis is based on approximately 35 million Google searches.
Distribution of the search volume with respect to the search terms is steep: 50 percent of the
searches in the set were made with the most popular search term: unemployment benefits. Only
0.6 percent were made with the 13th most popular (and misspelled) term: unemployment benefit.

The selected search terms are related to unemployment benefits because they are likely to be
the first searches that a laid-off worker types into Google. In contrast, searches for jobs might
increase for many reasons not related to unemployment. Previous research from Germany (Askitas
and Zimmermann 2009) and the U.K. (McLaren and Shanbhogue 2011) suggests that searches for
unemployment benefits have the potential to predict the unemployment rate. The previous study in
the U.S. (D’Amuri and Marcucci 2012) did not use search terms related to unemployment benefits,
but only one term: jobs. I use many search terms instead of one in order to extract a more robust
signal, and I explore the sensitivity of the results to the selected search terms later, in Section 5.

One point is worth emphasizing. There are over 15 billion new search terms typed into Google
every month.® With billions of potential predictors and no clear guidance from economic theory,
overfitting is a serious concern. I do not try to find the best set of keywords for predicting the U.S.
unemployment rate, but rather examine if real-time Google search volumes could help in the task.
Google data do not have to be the best to be useful.

The following section describes the construction of Google Index from the selected search terms.
Google Index represents aggregate search activity for the selected unemployment-related search
queries.

First, the search terms are combined by a Boolean search operator OR. The index includes
searches containing the terms unemployment benefits OR unemployment office OR, unemployment

claim and so on (Silverstein et al. 1999). It is a sum. The advantage of this method is that it gives

5Source: Google AdWords, 2014.
5Source: Google Internal Data, 2014.
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Figure 2.2: Unemployment rate and the Google Index that describes search activity for unemploy-

ment benefits in the United States 2004-2014. Source: The Bureau of Labor Statistics and Google
Trends.

each search term a weight based on its search volume, even when the actual search volumes are not
directly available from Google Trends. Second, the number of search queries made with the selected
keywords is divided by the number of all search queries, which were made in the same period of time
and in the same geographical area. Third, the data are normalized to the scale of 0-100. Finally,
the Google Index is aggregated from weekly to monthly level.

In summary, let K;; denote the number of searches with a set of keywords £ for a given geography
¢ and time period t, where t = 1,2,..., f. Let also G;; denote the total number of search queries in

geography 7 at time ¢. Then the unit of measurement for search intensity I; ; of the Google Index is

Kii € (K, Koj, oo, Ky, Kypy)

Gt,i € (Gl,i7 G2,i7 (ERE Gt,’ia e 7Gf,i)'

Figure 2.2 describes the evolution of the Google Index and the unemployment rate from Jan-
uary 2004 until October 2014.7 The series seem to behave in a similar manner; the correlation

between monthly unemployment and the Google Index is 0.87. The search intensity for the selected

"Data was retrieved on 12 December 2014.



Variable n I o o sk k. min max

Unemployment (%) 130 6.84 1.89 355 0.25 1.62 4.1 10.6
Google Index 130 38.1 17.2 2954 0.83 2.64 185 84.2

Sample period Jan 2004-Oct 2014, n = sample size, 4 = mean, o = standard deviation,

o2= variance, sk = skewness, k = kurtosis, min = smallest value, and max = largest value.

Table 2.1: Descriptive statistics for the unemployment rate and Google Index 2004-2014. Source:
The Bureau of Labor Statistics and Google Trends.

unemployment-related searches exhibits no clear trend between 2004 and 2008. After 2008, there
is a sudden increase coincident with the economic crisis. Following the initial increase, there are
several spikes. President Barack Obama signed the Unemployment Compensation Extension Act
of 2010 into law in July 2010, and the figure shows a rapid increase in search activity around that
time. The second spike coincides with Congress ending the same act in January 2014. I repeated
the analysis, this time controlling for the two spikes. Table 2.1 gives descriptive statistics for the

Google Index and the unemployment rate.

3 Methods

This section presents the methods for determining whether Google searches predict unemployment,
and how far into the future, when in time, and by how much Google data could improve unem-
ployment forecasts. First, I outline my methods for descriptive joint analysis of the series, and then

specify the models selected to answer the questions more directly.

3.1 Joint Analysis

I analyze the series jointly by performing Granger (1969) non-causality tests and by studying the
cross-correlation function. The analysis of the cross-correlation function helps resolve the lead-
lag relationship between search volumes and unemployment. The advantage of the Granger non-
causality test is that it also allows us to study the relationship the other way around; that is, whether
the unemployment rate also predicts Google searches. If not, Google data might offer genuinely

new information about the unemployment rate.



3.2 Model

This paper uses (pseudo) out-of-sample forecast comparison methodology associated with West
(1996) and Clark and McCracken (2001). For Google data, the approach traces to the work of Choi
and Varian (2012) and Goel et al. (2010). The first step is to select a relevant benchmark model
for the unemployment rate. That model is extended with the Google Index, and the models and
their forecast performance are compared. However, recent work by Diebold (2015) reminds us that
(pseudo) out-of-sample forecasts do not automatically provide protection against overfitting.

This paper uses a seasonal AR(1) model as the main benchmark. It uses only the previous

period and seasonal effects to predict the unemployment rate, as presented below.

Model (0.0): log(y:) = Bo + Bilog(yi—1) + Balog(yi—12) + et

There are three main reasons for selecting the seasonal AR(1) model.

First, a simple model serves as a first test to ascertain whether Google data offer any advantage
for predicting the unemployment rate. If Google data fail to offer any improvement against the
naive benchmark, then it is not likely to improve the more sophisticated models either.

Second, visual analysis of the autocorrelation function in Figure A.1 suggests that the unem-
ployment rate follows almost a random walk process. For pure random walk processes, the best
univariate forecast for y; would be only ;1.8

Third, during 2004-2014 observation period, the evolution of the U.S. unemployment rate was
dominated by an abrupt increase following the financial crisis of 2007—2008. There is uncertainty on
how the dynamics of the unemployment series should be modeled within such a short and historically
idiosyncratic sample.

The estimated autocorrelation function (ACF) and partial autocorrelation function (PACF) of
the series are provided in Figures A.1 and A.2. The ACF has a slow decay but eventually tails off,
reaching zero. The first lag of the PACF has a relatively high partial autocorrelation compared to the
other lags, and there appears to be a cutoff at the 13th lag, after which the partial autocorrelations
remain statistically insignificant at the 5% level.

Using sequential testing, AR(13) is the first model that has a statistically significant p:th coef-
ficient at the 5% level. Also, both Akaike (1973) and Bayesian (Schwarz 1978) information criteria

8In the previous literature on forecasting with Google data, Choi and Varian (2012) use the same argument to
motivate the use the AR(1) benchmark.



give the smallest value for AR(13) when using a maximum lag of 20 and including a seasonal lag
for every model. A reason for this may be that the seasonal lag is not able to accommodate the
seasonality in the series. Both information criteria decrease almost monotonously until the 13th
lag. However, AR(13) is not a reasonable main benchmark for the (pseudo) out-of-sample forecast
comparison. We would have to estimate 14 coeflicients, while there are only 130 observations in the
unemployment series.

The selected model is autoregressive in order to impose as little structure as possible to minimize
assumptions. With only a limited amount of data at hand, overfitting is a serious concern (see, for
instance, Varian 2014) and complicated models are not necessarily estimated accurately. Further-
more, empirical research has shown that simple models often yield better out-of-sample predictions
than complex models (Mahmoud 1984). That is why a simple univariate autoregressive model is
a relevant benchmark in a (pseudo) out-of-sample forecasting environment. More to the point,
Montgomery et al. (1998) document that an autoregressive model is appropriate for short-term
unemployment forecasting.

Both variables, the unemployment rate and the Google Index, are measured in levels rather than
in differenced values, because both are bounded between 0 and 100. For this reason, they cannot
exhibit global unit root behavior (Koop and Potter 1999). Furthermore, Cochrane (1991) argues
that during the last one hundred years, the U.S. unemployment rate has had no visible trend, and
economic theory does not suggest it should have had one.

A seasonal autoregressive term, ¥;_19, is included in the benchmark AR model to make sure
that a possibly observed relationship between the unemployment rate and the Google Index would
not be entirely driven by common seasonality. In the previous literature on assessing the relevance
of Internet data sources, Choi and Varian (2012) and Wu and Brynjolfsson (2015) apply the same
approach.

Additionally, I perform a logarithmic transformation on the unemployment series since changes
in unemployment rate are most naturally discussed in percentage terms, and also because logarith-
mic transformation helps stabilize the variance of the series (Liitkepohl and Xu 2012).

But the seasonal AR (1) model is almost certainly not identical to the true model. As a minimum
protection against such problems, I check that the fitted model was adequate to describe our data-
generating process (DGP) by providing several diagnostic checks.

I estimate the seasonal AR(1) model by using a quasi-maximum likelihood (QML) method under

normality assumption. Figures A.3 and A.4 outline the autocorrelation functions of the residuals



and squared residuals for the baseline seasonal AR(1) model. There is still a small amount of
autocorrelation in the residuals, but not necessarily conditional heteroskedasticity. The residual
autocorrelation may be due to remaining seasonality in the residual series. Nonetheless, the auto-
correlation in the residual series abates as the lag increases. There does not appear to be unit root
problems.

To formally evaluate whether most of the temporal dependence have been removed from the
residuals, I compute the Ljung-Box (1978) portmanteau statistic for the residuals. The portmanteau
test statistic Qx computed with K = 12 and K = 24 lags does reject the null hypothesis of no
serial correlation at the 1% level. Furthermore, the same test statistic rejects the null hypothesis
of no autocorrelation in the residuals at the 1% level for every AR(p) model until the 13th order
AR model. Again, the reason for this is possibly that the 12th lag, which was included in every
model, is not capable of accommodating the seasonality in the series. I also formally test for the
conditional heteroskedasticity in the residual series. Although the squared residuals in Figure A.4
seem serially uncorrelated, the McLeod-Li (1983) test statistic, computed as Qg for the squared
residuals, rejects the null hypothesis of no conditional heteroskedasticity with K = 12 and K = 24
lags. However, when estimating alternative benchmark models up until the fourth-order seasonal
AR model, I find no clear advantage against the seasonal AR(1) model, judging by the estimated
autocorrelation functions of the residuals.

For the reasons listed above, among lower than fourth-order autoregressive models, the seasonal
AR(1) model appears to be an adequate benchmark. I use the seasonal AR(1) model as a benchmark
because the more complicated benchmark models do not offer a marked advantage against the simple
one. I account for the remaining autocorrelation in the residuals by using heteroskedasticity- and
autocorrelation-consistent (HAC) standard errors developed by Newey and West (1987, 1994). To
explore the sensitivity of the results for the selected benchmark, I also estimate the results using

seasonal AR(2) and AR(3) benchmark models in Section 5.

3.2.1 Predicting the Present

Google data are available a month earlier than the official unemployment statistics. It gives the
Google data a meaningful forecasting lead (Choi and Varian 2012). Searches for unemployment
benefits now could help predict the current unemployment rate, which is not known at the date of
prediction.

The main specifications for evaluating nowcasting performance are the benchmark Model (0.0)

10



and the extended Model (1.0), which are presented below.

Model (0.0): log(y:) = Bo + Bilog(yi—1) + Palog(yi—12) + €

Model (1.0): log(y:) = Boo + Brolog(yi—1) + Baolog(yi—12) + Bsoxs + et

The unemployment rate in the present month ¢ is denoted by 1, in the previous month by y;—1, and
a year ago by yi—12. The contemporaneous value of the Google Index is denoted by z;. Moreover,
e; stands for the error term. Coeflicients and constant terms are denoted by (:s using different
subscripts.

Caution should be exercised when studying whether a new indicator predicts economic activity.
In many cases, a model using only the previous period and seasonal effects will explain more than 90
percent of the variance in a dependent variable (Goel et al. 2010). It is not enough to illustrate that
Google searches are correlated with current or future unemployment—it must be demonstrated that
the model with the Google Index performs at least better than a benchmark model using lagged
data and seasonal effects (Goel et al. 2010).

I begin by estimating the models for the entire observation period. These results could provide
some evidence about the fit of the benchmark and extended models and give information on the
statistical properties of the U.S. unemployment rate. I compare the fit of the models measured
by coefficient of determination R?, as well as other properties, such as Akaike (AIC) and Bayesian
(BIC) information criteria, statistical significance, and the magnitude of the parameters.

To answer whether Google searches could help to forecast the unemployment rate, I conduct a
(pseudo) out-of-sample forecast comparison. In specific, I am interested in finding out about the
incremental predictive ability of the Google Index over and above lagged and seasonal effects of
the unemployment rate itself. I generate a series of one-step-ahead out-of-sample predictions using
a rolling window of 48 months for models (0.0) and (1.0). For each month beginning in 2008, I
train the model using 48 past observations, and then evaluate the out-of-sample predictions by
comparing the forecasted values to the realized values of the unemployment rate. The 48-month
window is chosen to make sure that there are enough observations to estimate the models, and that
the evaluation period is long enough.

Mean absolute percentage error (MAPE) is used as a measure of forecasting accuracy. It is

defined as:

11



T
1
MAPE = TZ]Et , (3.1)

where

E = 279 100,
Yt

where y; denotes the official unemployment rate and ¢; denotes the forecasted value. If the error
measure for forecasts computed from the extended model lies below that of the benchmark model,
I conclude that Google searches predict unemployment. I explore the sensitivity of results to the
selected error measure with mean squared error in Section 5.

Finally, I test whether the difference in forecast accuracy between the two models is statistically
significant using the test for equal predictive accuracy of Diebold and Mariano (1995) and West
(1996).

3.2.2 Forecasting the Future

Extending the nowcasting framework of the previous section, I construct separate models for each
horizon into the future, so that every model uses the most recent information when producing
dynamic forecasts for the future. Dynamic forecast means that only values that are known at the

date of prediction ¢ are used. The Models (0.0)—(1.6) are presented below.

Model (0.0): log(y: Bo + Bilog(yi—1) + P2log(yi—12) + et

Model (1.0): log(y:) = Boo + Brolog(ys—1) + Baolog(yi—12) + Baoxs + €

log(y:) = Bo1 + Bi1log(yi—1) + Pa1log(yi—12) + B31wi-1 + €

Model (1.2): Boz + Bi2log(yi—1) + Ba2log(yi—12) + Ba2xi—2 + ¢

(

(
Model (1.1):

(1.2): log(ye

(

Model

Model (1.4): log(y:) = Boa + Bralog(yi—1) + Baalog(yi—12) + Baaxi—a + €

Model (1.5):

Bos + Bislog(ye—1) + Baslog(yi—12) + Pasxi—s + €t

): log(ye) =
): log(ye) =
): log(yt)
): log(yt)
1.3): log(yt)
): log(yt)
): log(yt)
): log(ye) =

(ye-1) (Ye-12)
(ye-1) (Ye-12)
(ye-1) (ye-12)
Bos + Bislog(ye—1) + Baslog(yi—12) + Bzwe—s + et
(ye-1) (ye-12)
(ye-1) (Ye-12)
Model (1.6): ( ) ( )

log(yt) = Pos + Bielog(yi—1) + Paslog(yi—12) + B3eTi—6 + €

Optimal forecasts are produced recursively. For example, Model (1.1) produces the dynamic

forecast for horizon h = 1. This is done recursively (starting with the one-period forecast) by using

12



the unemployment rate in the period ¢t — 1 and ¢ — 12 and the value of the Google Index at time ¢
for the last forecast horizon. This study uses dynamic forecasts instead of static forecasts because
this method is closer to what actual forecasters would do.

I evaluate the models’ out-of-sample performance by comparing the dynamic h-step-ahead fore-
casts using the same methodology described earlier in Section 3.2.1. In specific, if a model that
includes the Google Index provides more accurate forecasts than a benchmark model in the (pseudo)
out-of-sample environment for horizon h but not for A 4 1, I can infer that the marginal predictive

ability of Google searches is limited to horizon h predictions.

3.2.3 Time-specific Forecasts

The value of Google data for forecasting purposes may depend on the date of the forecasts. Real-
time data might be especially useful during a recession when the economic indicators are hard to
predict. From a practical forecasting perspective, this is an important criterion for the relevance of
a new data source.

I study whether the marginal predictive ability of Google data varies over time by analyzing the
performance of the models during the 2007-2009 recession in comparison with their historical per-
formance during the whole observation period. I also take a closer look at the topic by constructing
a series describing the difference in forecast errors between the two models. That is, I not only

consider average improvements in forecasting accuracy, but also when the improvement happens.

4 Results

I begin by reporting the descriptive joint analysis of Google searches and the unemployment rate,

then turn to estimating models in order to answer the questions more directly.

4.1 Joint Analysis
4.1.1 Cross-correlation

Do Google search volumes anticipate unemployment? As a simple summary of the temporal rela-
tionship between the unemployment rate and the Google Index, Table 4.1 displays the values of the
estimated cross-correlation function (CCF).

The main observation is that the values of the cross-correlation function between present un-

employment volumes and past Google searches appear to be larger than the that of the opposite

13



h -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6
CCF 092 091 089 088 0.89 0.89 087 082 0.77 074 072 070 0.67

n = 130, h = lag of Google Index, CCF = value of cross-correlation function. The values of
CCF on the left-hand side tell the correlation coefficients between past Google search volumes

and the present unemployment.

Table 4.1: Cross-correlation function between the unemployment rate and the Google Index.

Null hypothesis

VAR(1) VAR(1) using lead of =
Y- T T -»Y Yy~ T T -y
2 2 2 2
X p-value X p-value X p-value  y p-value

0.040 0.84 22.83  <0.001%*** 0.0032 0.96 71.6  <0.001***

y = unemployment rate, z = Google Index.
The sample period is Jan 2004-Oct 2014 (n = 130). Both models estimated are first-order
VARs, which, based on the Schwarz criterion, are statistically adequate simplifications of

second-order VARs. Asterisks *, ** and *** denote significance at the 5%, 1%, and

/

0.1% levels, i.e., Granger non-causality ’ -’ is rejected.

Table 4.2: Statistics for testing Granger non-causality.

case; Google search volumes tend to anticipate the U.S. unemployment rate. A closer look reveals
that the correlation is strongest between the current search activity and the unemployment rate
six months ahead. The temporal dependence revealed by the historical cross-correlation function of
the unemployment rate and the Google Index suggests a bivariate structure of the two series, and
likely the possibility to outperform the predictions based on an autoregressive model by introducing

Google search volumes among the regressors.

4.1.2 Granger Causality

Do Google searches Granger cause unemployment? Table 4.2 gives statistics for testing Granger
non-causality. The null hypothesis that Google searches do not Granger cause unemployment can be
rejected at the 1% level. A second specification is based on a different VAR model. T use the lead of x
instead of x, because the Google Index is available a month before the unemployment rate. That is,
in the corresponding VAR model, the explanatory variables represent the most recent observations

at the date of prediction. This is a non-standard procedure, but respects the actual information
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set available for forecasters. A similar conclusion is drawn when Google data are observed a month
earlier than the unemployment rate. In summary, both specifications suggest that Google searches
offer useful information in predicting the unemployment rate.

In contrast, according to the Granger non-causality test, lagged values of the unemployment
rate do not offer useful information in predicting Google searches over and above the Google series
themselves. This suggests that Google searches could offer genuinely new information on unem-
ployment that is not already included in the unemployment series itself. When using fourth-order

VAR models, I find no qualitative changes in the results.

4.2 Model
4.2.1 Predicting the Present

Do Google searches help predict the present unemployment rate? The estimation results for Models
(0.0) and (1.0) are presented in Table 4.3. The coefficient for the Google Index is statistically
significant at the 1% level. The positive sign of the coefficient means that the searches related to
unemployment benefits are positively connected to the unemployment rate. More specifically, the
coefficient 0.00440 means that the 1 percent increase in current search intensity is associated with
a (.44 percent increase in the current unemployment rate.

The R? for model (0.0) is 0.962, which means that the benchmark model alone can explain a
large part of the variation in the unemployment rate, as suggested before by Goel et al. (2010).
Nonetheless, extending the benchmark model (0.0) with the Google Index decreases the values of
both Akaike and Bayesian information criteria. This result suggests that the Google searches offer
useful information in explaining variation in the unemployment rate within the estimation sample.

Results from one-step-ahead out-of-sample predictions using a rolling window of 48 months are
illustrated in Figure 4.1. The mean absolute percentage errors for nowcasts are given on the first
row of Table 4.4. The mean absolute percentage error for forecasts computed from Model (0.0)
without Google data is 4.58 percent. The same measure for Model (1.0) with Google data is 4.38
percent. This is an improvement of 4.32 percent for predicting the present unemployment rate.
I infer that Google searches help to predict unemployment compared to a univariate benchmark.
However, because the benchmark and the loss function are more or less arbitrary, the reported
improvement is indicative.

The results from the Diebold-Mariano test, however, display no statistical significance (at the

10% level) on the difference between the forecasts. There are two apparent reasons for this. First,
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Model (0.0) (1.0)

Variables
log(yi—1) 0.983** 0.955%*
(0.0295) (0.0356)
log(yt—12) -0.0103 0.0156
(0.0300) (0.0368)
Tt .00440**
(0.000656)
Constant 1.848** 1.692**
(0.191) (0.150)
Summary
R? 0.962 0.969
AIC -371.2 -396.6
BIC -359.7 -382.3
n 130 130

y = unemployment rate, ¢ = Google Index. Asterisks

* and ** denote statistical significance at 5% and 1%

levels using a two-sided test. The standard errors of Newey
and West (1987) of the estimated coefficients are given

in parentheses. The number of lags for the standard errors

is selected as in Newey and West (1994). Estimation by QML.
The sample period is Jan 2004-Oct 2014.

Table 4.3: Estimation results of the benchmark seasonal AR(1) model (0.0) and the extended model
(1.0), which includes Google Index.
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Figure 4.1: Unemployment rate 2004-2014 and the one-step-ahead nowcasts with a rolling window
of 48 months for the univariate benchmark model (0.0) and the extended model (1.0), which includes
Google Index 2008-2014.

the observation period is short—only 130 monthly observations. Thus, the power of the test is low
(Diebold 2015). Second, the observed improvement is small. A small improvement combined with
a low-power test makes it hard to distinguish whether the incremental predictive accuracy against
the benchmark represents a more general difference “in population” or merely an observation “in

sample”.

4.2.2 Forecasting the Future

Do Google searches help forecast the future unemployment rate? Table 4.4 summarizes the mean
absolute percentage errors of out-of-sample dynamic forecasts up to the horizon h = 6. We can see
from Table 4.4 that the two-step-ahead forecasts improve 7.48 percent on average when we add in
the Google data, compared to a 4.32 percent improvement for the one-step-ahead forecasts.

But if we predict the unemployment rate two months ahead we get a decline of 3.92 percent
in forecast accuracy. The results indicate that Google data might help to predict unemployment
for horizon h = 1, but not necessarily much further. Still, the series of (pseudo) out-of-sample
predictions demonstrate that the current Internet searches for unemployment benefits are likely to
offer information on the next month’s unemployment rate, not only on the present one. Note that
forecasts are on average less accurate than nowcasts, as they should be. Increasing the forecast
horizon decreases the forecasting accuracy for both models.

Are the differences between the forecasts statistically significant? In line with the results in the

previous section for nowcasting accuracy, the Diebold-Mariano test for equal predictive accuracy
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Horizon Model MAPE A

R - e
S I A
R I
h=3 E?gi 111(?.046?%) 6.-28%
h=4 E(ffg 1131.612%%> 17.22%
s OB
A (0.0) 13.40% 0.03%

(1.6) 12.07%

MAPE = mean absolute percentage error
A = improvement in forecasting accuracy
Estimated values are computed recursively using dynamic
n-step-ahead forecasts with a rolling window of 48 months

for each model. The evaluation period is Jan 2008—Oct 2014.

Table 4.4: Nowcasting and forecasting accuracy of the seasonal AR(1) benchmark model (0.0) and
the extended models (1.0)—(1.6) that include Google Index 2008-2014.
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Figure 4.2: The recession.

reports at the 10% level no statistically significant differences between the forecasts. This suggests
that the improvements in forecasting accuracy from using Google data may not be large.

Earlier, the descriptive cross-correlation analysis suggested that the correlation is strongest
between the current search activity and the unemployment rate six months ahead. On the other
hand, the (pseudo) out-of-sample forecast comparison does not find an advantage from Google data
beyond one month ahead. If there is a longer-term link, it tends to be overshadowed by other
factors. One explanation for the discrepancy is that a substantial share of the correlation is driven
by a large increase and a subsequent decrease in the series. The Google search activity peaks six
months before the initial increase in unemployment in 2008. However, the lead-lag relationship may

not be consistent.

4.2.3 Time-specific Forecasts

Does the marginal predictive ability of Google data vary over time? From 2004 to 2014, there
was only one contraction phase, according to the National Bureau of Economic Research (NBER)
Business Cycle Dating Committee. The recession happened from December 2007 until June 2009
and lasted for 18 months. The vertical lines in Figure 4.2 highlight the economic crisis. During
that time, official statistics were revised frequently, and there was a genuine need for more accurate
information. A majority of professional forecasts failed to identify the recession at the point where
it was later determined to have begun.’

However, previous studies by Choi and Varian (2012) and Goel et al. (2010) conjecture that

9Source: Federal Reserve Bank of Philadelphia, Survey of Professional Forecasters, 2015 and National Bureau of
Economic Research, Business Cycle Dating Committee, 2015.
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Horizon Model MAPE A

R0 () smw 1T
ot 00,
LI I
I
h—4 (0.0) 26.07% -35.06%

(1.4) 35.06%

MAPE = mean absolute percentage error

A = improvement in forecasting accuracy

Estimated values are computed using dynamic n-step-ahead
forecasts with a rolling window of 48 months for each model.

The statistical significance of the differences in the mean absolute
percentage errors is tested using the test of Diebold and Mariano
(1995) and West (1996). In the table, *, ** and *** denote the
rejection of the null hypothesis of equal predictive performance

at 10%, 5% and 1% significance levels, respectively. The evaluation

period is Dec 2007—June 2009.

Table 4.5: The recession. Nowcasting and forecasting accuracy of the seasonal AR(1) benchmark
model (0.0) and the extended models (1.0)—(1.6) that include Google Index 12/2007-6/20009.

sudden changes in search intensity could help identify sudden changes in economic time series. Table
4.5 gives the mean absolute percentage errors of dynamic forecasts up to h = 4 from December 2007
until June 2009. When we look at one-step-ahead forecasts during the recession, we find that the
mean absolute percentage error goes from 7.17 percent using the baseline forecast to 5.88 percent
using the Google data, which is a 17.95 percent improvement in prediction accuracy. Additionally,
in the two-steps-ahead out-of-sample forecasts, there is 34.50 percent improvement. Even at the
three-steps-ahead horizon, there is a gain of 4.53 percent; while on average, Google data do not
improve three-steps-ahead forecasts.

In summary, during the recession, the improvements are about four times larger than on aver-
age. This observation suggests that Google search queries tend to improve the prediction accuracy

especially during the recent recession, that is, the most recent turning point. On the other hand, the
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Figure 4.3: The difference in absolute forecast errors for one-step-ahead nowcasts of the univariate
benchmark model (0.0) and the extended model model (1.0), which includes Google Index 2008-2014
and the unemployment rate 2004-2014. The vertical bars are positive when the extended model
performs better.

models using Google data improve predictions markedly only until & = 1, even during the recession.
Furthermore, both models give less accurate predictions during the recession than on average.

Diebold-Mariano tests for comparing predictive accuracy support the finding that the improve-
ments in prediction accuracy are larger in the recession. Table 4.5 reports that there is a statistically
significant difference between the forecasts (at the 1% level) at the one-month horizon, when the
improvement is at its largest. However, this is the only significant improvement at the 10% level.

More generally, when does the Google Index help forecast the unemployment rate? Looking
more closely at the series, Figure 4.3 describes the difference in one-step-ahead forecast errors for
the baseline model and the extended model with the Google Index for each month. The difference
is positive when the model with the Google Index produces more accurate predictions and negative
when the benchmark is more accurate. The main observation is that while the Google search
data identifies the initial recession spike, the extended model underpredicts the unemployment
immediately after. The forecast performance of the extended model with Google data tends to be
episodic.

The observation period is short, and there is essentially only one major source of variation in the
unemployment series. Therefore, this approach is limited in its ability to answer when the Google
data are especially useful. But despite the benefits of Google data, including the Google Index as
an additional predictor occasionally makes the benchmark model’s out-of-sample predictions not

better but worse.
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Figure 5.1: Relative popularity of unemployment-related Google searches. Average between Nov
2009 and Feb 2010. Source: Google Trends.

5 Robustness

5.1 Panel Data

The U.S. federal-level results in the earlier literature—and in this paper—are based on almost a
single event: the economic crisis. Based on that evidence, it is not clear whether the pattern
will hold in the future. However, the unemployment rate and Google searches had somewhat
different patterns in each U.S. state. Figure A.5 in the Appendix illustrates the evolution of these
differences. For example, during 2004-2014 in Illinois, both the unemployment rate and the Google
Index increased earlier than in North Dakota. To illustrate this further, a map displayed in Figure
5.1 visualizes the U.S. state-level differences in the popularity of unemployment-related Google
searches between November 2009 and February 2010.

To exploit the geographic and temporal variation in the unemployment rate induced by the 2008
economic crisis, I construct a state-level panel data set to study the robustness of the results. In
this panel data set, we have 50 cross-section units for 130 time periods. Compared to the previous
data set, we now have 5,900 observations instead of 130. To my knowledge, this is the first attempt
to construct and study a panel data set using Google searches in the forecasting literature.

This paper uses the following fixed effects model with lagged dependent variables:

log(yit) = Brlog(yii—1) + Balog(yi—12) + Baxis + o + ey, (5.1)

where ¢ = 1,...50 and t = 1,...,118. Each state is denoted by i. The fixed effects model has 50
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Model (1.0) FE (AB) FE (OLS)

Variables
log(yi—1) 0.955%* 0.825%* 0.832%*
(0.0356) (0.00555) (0.0062)
log(yi—12) 0.0156 0.0678** 0.0673%*
(0.0368) (0.00442) (0.00499)
T .00440%* 00176%* 00167
(0.000656) (0.000058) (0.000066)
Constant 1.692**
(0.150)

Summary statistics for FE (OLS)

R? within 0.935

between 0.998

overall 0.956

F test that state fixed effects = 0 5.51
(<0.0001)

y = unemployment rate, x = Google Index.

Asterisks * and ** denote statistical significance at 5% and 1% levels using a two-sided
test with standard errors of Arellano (1987). In the second column, the model is estimated
by method of Arellano and Bond (1991). In the third column, the model is estimated by
the ordinary least squares (OLS) method. The results for Model (1.0) in the first column
come from Table 4.3. The sampling period is Jan 2004-Oct 2014.

Table 5.1: Estimation results of the extended autoregressive model (1.0) and the fixed effects model

different intercepts denoted by «;, one for each state. The model is otherwise similar to the Model
(1.0) and follows the same logic. Again, the unemployment rate is denoted by y; + and the Google
Index by x;¢. I account for the the remaining within-panel serial correlation in the state-level error
term e; ; by employing heteroskedasticity- and autocorrelation-robust standard errors developed by
Arellano (1987). Furthermore, I use an asymptotically-consistent generalized method of moments
(GMM) type estimator derived by Arellano and Bond (1991) to estimate the parameters, but also
check the results by employing a within estimator using the ordinary least squares (OLS) method.

The results from the state fixed effects model are given in the second column of Table 5.1 , with
earlier results of the extended autoregressive model in the first column. In summary, the coefficient

of the Google Index is significant at the 1% level, although smaller than in the Model (1.0). The
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state level analysis suggests that the Google searches are associated with the unemployment rate
even when controlling for the state-level fixed, lagged, and seasonal effects. The pattern—Google
searches predict unemployment—seems to be repeated at the state level.

The estimation results from within estimator, reported in the third column of Table 5.1, are
similar to that of the Arellano-Bond method. The coefficient of the Google Index is statistically
significant at the 1% level with both methods.

Panel data methods provide an opportunity to control for unobserved factors in the relationship
between Google searches and unemployment. This may explain the smaller coefficient in the state-
level fixed effects model than in the federal-level autoregressive model. However, this is also a
limitation against the model specification, because it is not entirely clear what the unobserved
variables are.

In practice, using a cross-sectional dimension in the Google data might prove beneficial for
forecasting. A forecaster might be able to produce more accurate predictions by predicting unem-

ployment at the state level and then aggregating to the federal level.

5.2 Variables

One concern would be that the results were sensitive to the choice of the set of search terms.
I explore the sensitivity by estimating the aggregate-level models with different search terms. I
construct an alternative Google Index by using only one of the most salient terms, “unemployment
benefits”, alone. I also study the validity of the results by using search intensity for the search term
“facebook” as a fake Google Index. The keyword “facebook” was the most popular search term on
Google in 2014.1% The idea is that the fake index, based on an irrelevant search term, should not
help in predicting the unemployment rate.

I find that the models using the search term “unemployment benefits” alone yield very similar
results. A variable describing query volumes for the keyword “unemployment benefits” is statistically
significant at the 1% level. In addition, I find no statistical significance at the 10% level for the fake
Google Index or improvement in prediction accuracy by using search intensity for Facebook.

One of the issues that we are always going to run into is changes in search behavior. Two spikes
in search activity, depicted in Figure 2.2, were presumably associated with news about changes in
the labor market policy, not with the level of unemployment. After controlling for the two events,

the improvements from Google data compared to the benchmark are on average 10 percent higher

0Source: Google Trends, 2014.
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than the improvements reported earlier.

5.3 Model Specifications

In a (pseudo) out-of-sample forecast comparison environment, it is necessary to make a variety of
assumptions and choices in modeling. I explore the sensitivity of the results to some of the most
restricting assumptions.

Against seasonal AR(2) and AR(3) benchmarks the Google Index is statistically significant at
the 1% level, improves in-sample fit, is preferred by both Akaike and Bayesian information criteria,
and does offer improvement in out-of-sample forecast comparison. The improvements, however, are
slightly smaller than against the AR(1) benchmark.

The results of another commonly used error measure, mean squared error (MSE), are essentially
the same as those using a mean absolute percentage error (MAPE). I also explore the sensitivity of
the results to the selected rolling window size with several widths, including 24 and 60 months, and
find that the magnitude of the results is somewhat sensitive to the selected width. However, this

underlines the observation that the advantage from Google data is time specific.

6 Discussion

There are still some concerns. First of all, the improvements in prediction accuracy are only
modest. This finding contrasts with some of the earlier literature on the topic in the U.S. D’ Amuri
and Marcucci (2012) find a 40 percent improvement in forecasting accuracy compared to their
benchmark—on a two-months-ahead horizon. However, I do not find any consistent improvement
in prediction accuracy beyond one-month-ahead predictions. A possible reason for the discrepancy
is that the authors walk through over 500 models and report the results for the best performing
model within the estimation sample. This paper avoids overfitting by using the simplest models
possible. Additionally, compared to D’Amuri and Marcucci (2012), I have included over three more
years of data. This adds up to a 44 percent increase in the number of observations. In terms
of magnitude, my findings are more in line with the modest improvements reported by Choi and
Varian (2012).

Another concern is that the simple autoregressive models used in this paper sometimes provide
reasonable predictions but occasionally produce very bad forecasts. Lazer et al. (2014) argue that
the Google search algorithm is constantly changing, and it is hard to train the forecasting model

using past data. My take more directly targets unemployment forecasting. The unemployment rate
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is a function of new cases, exits, and duration (see, for example, Barnichon and Nekarda 2012). The
method used in this paper may make it harder to predict duration or changes in duration, which
may explain why I underpredict unemployment after the initial recession spike—I miss longer-term
unemployment.

But the methods used in this paper are relatively simple and do not necessarily represent the
ways actual forecasters would use this data. For example, Koop and Onorante (2013) point out
that Google variables could be useful in model selection rather than as additional regressors. This
paper, however, sheds new light on the usefulness of the Google data.

A common criticism about forecasting with big data is that with vast amounts of data, it is
easy to mistake a noise for a signal. Are the findings of this paper something meaningful, or only
a random and interesting pattern that happens to be true in the past but might not have that
much structural significance? At least, there is a solid background for the findings—we can predict
the unemployment rate because individuals actually use the Internet as a tool in the labor market
(Stevenson 2008; Kuhn and Mansour 2014). None of the methods used in this study alone would
give an unambiguous answer as to whether Google searches predict unemployment. However, several
methods combined together with the earlier literature on the topic indicate that Google data do
contain useful information on current and near future unemployment, and that this information can
be used to predict the U.S. unemployment rate.!!

This paper disentangles the almost mechanical relationship between Google searches for unem-
ployment benefits and the unemployment rate. Google data might also provide new insights, for
example, on the behavior of the unemployed on the Internet. An early example of this is a work by
Baker and Fradkin (2014). Fine-grained Internet data allow us to measure individual actions that
previously have been hard to measure. At the same time, the Internet and the digitalization of the
labor market also create new activities. To understand these activities, Internet data sources such

as Google search logs will prove beneficial.

7 Conclusion

This paper has analyzed whether data on Google search volumes could help predict the unemploy-
ment rate. I was interested in the specifics. Using (pseudo) out-of-sample forecast comparison, I

have found that models with relevant Google variables produce on average more accurate forecasts

1Gee our real-time implementation ETLAnow and additional materials maintained by ETLA, The Research In-
stitute of the Finnish Economy, at www.etla.fi/en/etlanow-eu28, with username and password etlanow2015.
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than the same models without Google data. That is, Google searches predict unemployment. Ex-
tending the previous literature, I have also shown that the pattern holds on a more granular U.S.
state level, even after controlling for the state-level fixed effects. Joint analysis of the series verified
that Google searches anticipate the unemployment rate, and the results were found to be robust
to different model specifications and search terms. In contrast to previous literature on Internet
searches, I included data on the actual search volumes on Google.

Three novel findings arise. First, improvements in predictive accuracy from using Google data
are limited to short-term predictions. Second, the informational value of search data is time spe-
cific—Google search queries improve prediction accuracy especially during the recent recession.
Third, compared to the previous results from the U.S. (D’Amuri and Marcucci 2012), I found that
the improvements in forecasting accuracy from Google data may be smaller than previously thought.
Yet, the qualitative results on nowcasting potential are in line with the previous findings on Google
searches and unemployment by Askitas and Zimmermann (2009), Choi and Varian (2012), and
D’Amuri and Marcucci (2012)—Google searches do predict unemployment in short term.

More generally, the results illustrate both the potentials and limitations of using big data to
predict macroeconomic indicators. Big data does not necessarily mean that one single data source,
such as Google data, would be able to improve economic forecasts in a large measure. But big data
comes from billions of such data sources. Big data grows from little things, and better forecasts
grow from little improvements. Just being able to measure previously unmeasurable activity is an

extraordinary thing. We are in a position to make discoveries that no one has yet imagined.
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A Appendix

Figure A.1: The estimated autocorrelation function of the logarithm of the unemployment rate
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Figure A.2: The estimated partial autocorrelation function of the logarithm of the unemployment
rate 2004-2014.
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Figure A.3: The estimated autocorrelation function of the residuals for seasonal AR(1) model.
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Figure A.4: The estimated autocorrelation function of the squared residuals for seasonal AR(1)
model.
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