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The Fifth Wave – BRIE-ETLA Collection of Articles

Tiivistelmä: Älykkäät teknologiat ovat viime vuosikymmenien aikana ohjanneet yritysten tuottavuutta, 
yhteiskunnan kehitystä ja talouskasvua. Jatkuva digitalisoituminen on mahdollistanut yksilöille ja organi-
saatioille älykkäiden työkalujen hyödyntämisen enenevässä määrin, mikä on johtanut aika ajoin häiritse-
viin muutoksiin markkinoilla ja sosiaalisissa sopimuksissa.

Älykkäiden teknologioiden ja yhteiskunnan huomion keskittyminen viimeisimpiin odotettuihin häiriöihin 
voi siirtyä nopeasti yhdestä teknologiailmiöstä toiseen. Esimerkiksi tekoälyä – vaikka se on edelleen kiis-
tatta kuuma aihe tämän päivän keskustelussa – hädin tuskin julistettiin digitaalisen muutoksen kaikkein 
läpäisevimmäksi katalysaattoriksi seitsemän vuotta sitten. Samoin on oletettua, että seuraavan kolmen 
vuoden aikana uudet paradigman muutokset tapahtuvat häiritsevän teknologian kehityksen maisemassa, 
kuten tämän kirjan ensimmäisessä kappaleessa ennustamme.

Tutkimuksen mukaan koneoppimisen ja luonnollisten kielten menetelmien aikakausi tekoälyn häiriöissä 
on edelleen jatkumassa, ainakin toistaiseksi. Tosin tutkijat eivät ole kyenneet pääsemään yksimielisyyteen 
siitä, mikä teknologinen kehitys ja sen sovellukset tulevat nousemaan huomion keskipisteeksi nykykehi-
tyksessä. Lisäksi nykykehityksen kannalta välttämättömiä keskeisiä alustoja, liiketoimintamalleja, regulaa-
tioita tai muita älykkäitä työkaluja ei ole vielä toistaiseksi tunnistettu.

Suurimmassa osassa nykyisistä yhteiskunnallisista ja organisaatioanalyyseistä käytetään kapeaa perspek-
tiivinäkymää analysoimalla historiallista makro- tai mikrotaloudellista dataa. Uuden kehittyvän teknolo-
gian tapauksessa tarvitaan kuitenkin usein moniulotteista ja monitieteistä tutkimusta, jotta ymmärretään 
teknologian häiriöiden taustalla olevia monimutkaisia sosioekonomisia mekanismeja ja sitä, miten par-
haiten voidaan navigoida yrityksiä ja maita teknologian aiheuttamien äärimmäisten turbulenssien aikana. 
Tähän Suomen tulisi tulevaisuudessa erityisesti innovaatio- ja teollisuuspolitiikassa panostaa. Nyt juok-
semme pahasti jälkijunassa. Esimerkiksi ChatGPT löi meidät ällikällä, ja lähdemme tähänkin kehitysvai-
heeseen pitkältä seitsemän vuoden takamatkalta.

Asiasanat: Digitaaliset alustat, Digitalisaatio, Lohkoketjujärjestelmät, Metaihminen-järjestelmät, Meta- 
organisaatiot, Operaatiot, Palveluiden tuottavuus, Palvelut, Palveluiden massapersonointi, Palvelullistu-
minen, Tekoäly, Tekoälyalustat, Tuottavuus, Älykkäät teknologiat
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Abstract
The ever-progressing digitalization of the economy and society is unlocking new op-
portunities for organizations engaging in services. We are in the middle of a trans-
formation of the service sector that can be likened to the advent of mass production 
in the 1940s. Based on recent advances and developments in artificial intelligence, 
digital platforms, and blockchain systems, we are witnessing the emergence of new 
digitalization phenomena of metahuman systems, artificial intelligence platforms, 
and meta-organizations. Jointly, these forces are shaping now, or will be in the near 
future, the service activities of organizations around the world. They enable mass 
hyper-personalized services and mass servitization – new types of high variety and 
high-volume service processes. Artificial intelligence applications like search and 
recommendation engines, and artificial intelligence platforms such as Google Maps, 
Chat GPT, BloombergGPT and Stable Diffusion can be perceived as early manifes-
tations of the ongoing transformation. Already in the present day, applications and 
platforms such as these can be adopted in a wide range of downstream tasks, thus 
enabling personalized service experiences for audiences of one. While increasing the 
value of service offerings, mass hyper-personalization and mass servitization also 
have the potential to increase the productivity of service operations and the entire 
service sector, especially in the context of knowledge-intensive work. This introduc-
tory chapter gives us an opportunity to not only provide an overview of the articles 
included in this collection and their contributions, but also allows us to reflect and 
provide an up-to-date synthesis of key emerging concepts and research directions 
grounded in our research. Thus, this chapter in its own right goes above and beyond 
the articles included in this collection and contributes to the ongoing discussion on 
digitalization and the future of the service sector.

Keywords
Artificial intelligence, Artificial intelligence platforms, Blockchain systems, Digital 
platforms, Hyper-personalized services, Mass hyper-personalization, Mass services, 
Mass servitization, Metahuman systems, Meta-organizations, Operations, Produc-
tivity, Professional services, Service productivity, Service shops
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Introduction
Mass hyper-personalization and mass servitization are grounded in the underlying 
megatrend of digitalization of business operations across industries. Digitalization 
is a multi-faceted and complex phenomenon that is continuously evolving (Calvino 
et al., 2018). Managers, entrepreneurs, policy makers, and consumers around the 
world are increasingly engaging with new forms of digitalization – a CEO consults 
BloombergGPT when preparing for a meeting with investors (Wu et. al., 2023), a 
shopkeeper in a country experiencing high inflation accepts payments in Bitcoin to 
hold value, a SaaS startup founder creates a service workflow as a distributed smart 
contract (Mattila, Hukkinen, Seppälä, 2017), the British Goverment drafts a risk-
based framework for regulating the use of artificial intelligence (AI) (McCallum, 
2023), a parent leaves their own car in a repair shop and rides Uber to pick up their 
kids from school. Overall, the new forms of digitalization and their applications are 
pervasive. They diffuse throughout the economy and society at a rapid pace and have 
a significant impact (Mucha & Seppala, 2022). As a result, the underlying changes 
require investigation of novel phenomena driving future productivity in the econo-
my – this is especially true for service productivity.

In terms of contributions towards Gross Domestic Product (GDP) and interna-
tional trade, the importance of the service sector has increased, both nationally and 
globally (World Trade Organization, 2019). It is important to recognize, however, 
that “an economy’s prosperity does not depend on the relative size of its manufac-
turing or services sectors but on the productivity of the economy as a whole – which 
in turn depends on efficiencies and innovations across all sectors, and the extent to 
which they are mutually reinforcing” (World Trade Organization, 2019, p. 16). Hence, 
we need to understand the impact of the emerging digitalization trends on the ser-
vice sector, servitization of industry, and their broader interconnections. Based on 
insights from the articles included in this collection, as well as synthesis of the recent 
digitalization research and our evaluation of the unfolding digitalization around the 
world we have identified mass hyper-personalization and mass servitization as vital 
emerging concepts driving future service sector competitiveness and productivity.

To understand the role of mass hyper-personalization and mass servitization, we 
need to consider them in the context of existing service processes. Three service pro-
cess types are typically defined in research: professional services (high variety and 
low volume), service shops (medium variety and medium volume), and mass service 
(low variety and high volume) (Silvestro, Fitzgerald, Johnston & Voss, 1992; Silvestro, 
1999). Confined by these definitions and the technological constraints of the past, 
relatively little attention has been dedicated to high variety and high-volume service 
provision. It is this type of service process, however, where we see the greatest un-
tapped opportunity for improving service sector productivity in the future. We char-
acterize mass hyper-personalization as an efficient, dynamic, and high-volume process 
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of targeting, designing, and delivering customized service experiences for an audience of one, 
based on a set of unique criteria, e.g., by using foundation models that are prompted 
or fine-tuned with user-specific data. The path that is leading the service sector in 
the direction of mass hyper-personalization has been paved by the recent advances 
in digital technology – AI and blockchain systems – and the associated new ways of 
organizing economic activity – digital platforms and smart contracts. Servitization is 
typically depicted as a process of building revenue streams for company operations 
from services (Vandermerwe & Rada, 1988). Building on established conceptualiza-
tions of services, research on the digitalization of services has contributed to our un-
derstanding of how segmentation, customization, and servitization can impact firm 
productivity, and the process of how those changes take place. Digitalization enables 
the customization of services more productively than before (Marco, Vendrell-Her-
rero & Bustinza, 2018). However, the existing research on servitization has not suffi-
ciently addressed the wide variety and high-volume aspects of digital services. While 
servitization has always included technological aspects, digital technologies have re-
cently attracted increasing attention in this stream of literature (Van Ark, De Vries & 
Erumban, 2021; Linde, Frishammar & Parida, 2021). This has resulted in the recog-
nizing of digital servitization where digital tools are the fundamental drivers in shift-
ing a firm’s business model from product-centric to service-centric (Kowalkowski 
et. al., 2017; Kohtamäki, Parida, Patel & Gebauer, 2020; Paschou, Rapaccini & Adro-
degari, 2020). We predict that the next stage in digital servitization is mass servi-
tization, which we define as a universal high-volume transformation process of shifting 
from a product-centric business model to a service-centric approach by embedding learn-
ing, autonomy, and human interaction capabilities into emergent product-service bundles.

This collection of articles presents insights on three inter-related themes of digita-
lization, which we consider essential in our quest to understand mass hyper-person-
alization and mass servitization as recently emerging aspects of digitalization. These 
themes are 1) AI, machine learning-based capabilities, and sociotechnical changes 
leading to the creation of metahuman systems in organizations (Mucha & Seppälä, 
2020; Lyytinen, Nickerson & King, 2020; Dwivedi et.al., 2023); 2) blockchain-based 
systems and other intelligent tools underlying new types of distributed platforms or 
meta-organizations for collaboration (Lauslahti, Mattila & Seppälä, 2017; Hukkin-
en, Mattila & Seppälä, 2017; Mattila & Seppälä, 2018; Lumineau, Wang & Schilke, 
2021); and 3) policy considerations for competition, innovation, digital technology 
stack, and platformized modes of operation (Cenamor & Frishammar, 2021, Holm-
ström & Seppälä, 2020; Cutulo & Kenney, 2021).

To navigate and investigate this conceptually novel, evolving and intertwined ter-
rain, we need to be armed with a vocabulary that allows us to capture and express 
what we encounter. Therefore, for the benefit of the reader, we collect and recap 
here some of the key concepts, which we first present as a carefully arranged visual 
map (Figure 1), and subsequently define in detail (Table 1). The list is not exhaus-
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Multi-Agent Systems
Modularity
Sociotechnical Systems

Agents

Artificial
Intelligence

Digital Platforms

Smart Contracts

Blockchain Systems

Artificial
Intelligence
Platforms

Meta-Organizations

Metahuman Systems

The next frontier of research on digitalization:
Mass servitization and mass service customization enabled by meta-organizations, AI platforms, and metahuman systems

Next frontier 
research concepts

Recent research
concepts

Underlying 
concepts

Legend:

tive and conceptual overlap is inevitable, because many of the definitions originate 
from distinct scholarly traditions or literatures and have different scope in terms of 
levels of analysis. We primarily draw these definitions from digital platforms, block-
chain, and artificial intelligence literatures and, when needed, we refer to econom-
ics, information systems, and other disciplines of research. While this arsenal clear-
ly reflects the complexity and multi-faceted nature of digitalization, it allows us to 
identify areas of future focus for scholars, business practitioners, and policy makers.

Hierarchy/arrangement of selected concepts/definitions:
 • Underlying concepts:
  – Agents
  – Modularity
  – Multi-Agent Systems
  – Sociotechnical Systems
 • Key concepts in recent research on digitalization:
  – Digital Platforms
  – Artificial Intelligence
  – Smart Contracts
  – Blockchain Systems
 • Emerging concepts shaping future research on digitalization:
  – Metahuman systems
  – Artificial Intelligence Platforms
  – Meta-Organizations

Figure 1 A mapping of selected key concepts related to digitalization, mass 
 hyper-personalization, and servitization
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Table 1 Selected definitions of key concepts

 Definition Source

Underlying concepts:

Agent

 
 
Modularity

 
 
 
 
 
 
Multi-agent systems

 
 
 
 
Sociotechnical systems

Is an individual human, but also in some settings an information systems artifact or an 
organization, possessing “the ability to accept rights and responsibilities for ambiguous 
tasks and outcomes under uncertainty and to decide and act autonomously.”

Is an approach where different parts of the product and/or service and/or software are 
designed and manufactured by separate, specialized working groups working inde-
pendently of one another. The “modules” could then be connected and (in theory at least) 
would function seamlessly, if they as they confronted to a predetermined set of design 
and manufacturing rules. With modularity enforced, it is possible to change pieces of 
the system without redoing it whole. Designs and manufacturing become flexible and 
capable of evolving at the module and system levels.

Consist of autonomous entities know as agents. Agents collaboratively solve tasks, yet 
they offer more flexibility due to their inherent ability to learn and make autonomous de-
cisions. Agents use their interactions with neighboring agents or with the environment 
to learn new context and actions. Subsequently, agents use their knowledge to decide 
and perform an action on the environment to solve their allocated task.

Are “any organizational system viewed as a multivariate system consisting of four inter-
acting and aligned components – task, structure, actor, and technology.”

Baird & Maruping, 
2021; Lyytinen & 
Newman, 2008

Baldwin & Clark, 
2000

 
 
 
 
 
Dorri, Kanhare, 
Jurdak, 2018

 
 
 
Lyytinen & Newman, 
2008

Key concepts in recent research on digitalization:

Digital Platforms

 
 
 
Artificial Intelligence

 
 
 
 
 
 
 
Smart Contracts

 
 
 
Blockchain systems

Are an evolving organizations and meta-organizations that: 1) federate and coordinate 
constitutive agents who can innovate and compete; 2) create value by generating and 
harnessing economies of scope in supply and/or in demand side of the markets; and 3) 
entail modular technological architecture composed of the core and periphery.

Is the frontier of computational advancements that references human intelligence in ad-
dressing ever more complex decision-making problems. It is, furthermore, multidimen-
sional and can be presently viewed from the following perspectives: 1) Data analytics; 2) 
Sensing and situation awareness; 3) Natural language and cognition; 4) Interaction with 
humans; 5) Digital skills, interactions in work life; 6) Machine learning; 7) System level 
and systemic impact; 8) Computing equipment, platforms, services and ecosystems; 9) 
Robotics and machine automation – the physical dimension of AI; 10) Ethics, moral, reg-
ulation and legislation.

Are digital computer programs that: 1) are written in computer code and formulated 
using programming languages; 2) are stored, executed and enforced by a distributed and 
replicated blockchain network; 3) can receive, store and transfer digital assets of value; 
and 4) can execute with varying outcomes according to their specific internal logic.

Are 1) open source and open access technology compositions; 2) comprising non-hierar-
chal peer-to-peer networks without any single point of failure or control; 3) which main-
tain consensus over cryptographically concatenated, shared, replicated append-only 
data structures; 4) according to deterministic self-contained consensus algorithms, void 
of external inputs such as validation by central authorities or off-chain signaling.

Gawer, 2014;

 
 
 
Berente et al., 2021; 
Ailisto et al., 2018

 
 
 
 
 
 
Lauslahti, Mattila & 
Hukkinen, Seppälä, 
2018

 
Mattila, 2021

Emerging concepts shaping future research on digitalization:

Metahumans systems

 
Artificial Intelligence 
Platforms

 
Meta-organizations

Are new, emergent, sociotechnical systems where machines that learn join human 
learning and create original systemic capabilities.

Are digital platforms which critically rely on AI technologies in at least one of the fol-
lowing areas: 1) federation and coordination of constitutive agents; 2) value creation; or 
3) technological architecture.

Are cross-organizational systems where multiple agents (human, metahuman system, 
and legally autonomous organization) interact in a 1) dynamic, 2) interoperable, 3) intel-
ligent, 4) federated, and 5) coordinated manner, thus enabling them to create unique and 
context specific bundles of product-service design and delivery.

Lyytinen, Nickerson 
& King, 2020

Mucha & Seppälä, 
2020

 
This article
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We grouped the key concepts presented here into three sets, which reflect the 
chronological and conceptual progression of academic research and evolution of dig-
italization. The underlying concepts are the broadest and most seasoned ones. Apart 
from connecting our work to long-established research, they also show how our un-
derstanding needs to be periodically revised, as technology and society advance. For 
example, we used to consider only humans or organizations as agents. Now, however, 
technology artifacts have been endowed with much higher levels of autonomy and ca-
pabilities, thus exhibiting agentic properties (Baird & Maruping, 2021). Concepts re-
lated to the recent research on digitalization are central to understanding the articles 
included in this collection, which we will present next. Finally, the emerging concepts 
reflect our newly informed insights, which are based on our synthesis of findings and 
contributions from the articles included in this collection, recent literature on digitaliza-
tion, and active engagement with digitalization taking place in the industry and society.

Contributions in this collection of articles

This collection of articles introduces three sets of themes. The first theme, articles 
one to three, describe when and how companies have started to adopt AI leading to 
creation of metahuman systems in organizations. The second theme, articles four to 
six, explain how blockchain systems have been considered by companies and new dis-
tributed collaborative meta-organizations. The third theme, articles seven to eight, 
consider policy implications for competition, innovation and industries primarily in 
the context of technology stack and digital platforms.

The first three articles in this collection (Mucha & Seppälä, 2021; Mucha & Sep-
pälä, 2022; Mucha, Seppälä & Gustafsson, 2023) examine the technology diffusion 
and corporate adaptation of artificial intelligence technologies and the increasing im-
portance of AI platforms. The first article proposes a method for estimating firm-level 
digital intensity based on industry sector level data, which can be used to understand 
firm digitalization among its peer group. The proposed method considers firms’ par-
ticipation in multiple industries, uses reference sector-level digital intensity scores, 
and is replicable and reproducible. The second article proposed a method for mon-
itoring the commercial diffusion of technology which captures the temporal pro-
gression of technology adoption by organizations and relies on qualitative content 
coding. It provides transparent, replicable, updatable, and granular results that are 
illustrated using the case of AI diffusion among S&P 500 companies. The third arti-
cle takes a sociotechnical system perspective on the micro foundations of capabili-
ties and develops an integrative conceptual framework to extend understanding of 
organizational capabilities in the context of machine learning (ML) initiatives. The 
framework incorporates a temporal dimension, and multiple propositions are devel-
oped using anecdotal evidence.
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Three contributions, article four (Mattila, Seppälä, Valkama, Hukkinen, Främ-
ling, Holmström, 2021), article five (Hakanen, Eloranta, Marttila & Amadae, 2023) 
and article six (Mattila, Seppälä & Salakka, 2021) of this collection of articles dis-
cuss new blockchain systems and other intelligent tools and their impacts on or-
ganizations and markets. The fourth article proposes a blockchain-based approach 
for product information management, which aims to collect product life-cycle da-
ta, maintain an accurate single state of product information, and provide economic 
incentives for solution deployment. The evaluation identifies challenges in deploy-
ing blockchain-based solutions in the current industrial landscape, but the paper 
lays the foundation for a self-sustained and self-incentivized deployment approach. 
The fifth article talks about other kinds of blockchain systems i.e., distributed ledger 
technologies (DLT), primarily designed to facilitate the exchange of unique, scarce 
items. This paper presents an alternative decentralization protocol based on anti-ri-
val goods. The authors explain the technical approach behind the concept, referred 
to as shareable non-fungible tokens (sNFTs), and illustrate their argumentation by 
presenting a decentralized platform for sharing and streaming data. The sixth arti-
cle considers the game industry’s expertise in building virtual economies that can 
establish data product markets, potentially challenging digital platform incumbents. 
To protect the Finnish game industry and economy, policymakers should understand 
the resources, protocols, and regulative frameworks required to foster new business-
es and industrial growth in new digital infrastructures.

Two contributions, article seven and eight of this collection of articles discuss 
competition, innovation and industry policy implication (Cutulo & Kenney, 2021, 
Holmström & Seppälä, 2020). The seventh article discusses the significance of dig-
ital platforms, especially the power asymmetry between platforms and ecosystem 
members is intrinsic to their economics and technological architecture. Article sev-
en suggests that entrepreneurs in the platform ecosystem are more usefully termed 
“platform-dependent entrepreneurs” (PDEs) and explores strategies to mitigate 
their dependence. Additionally, the article provides a framework for policy makers 
to consider regulating platform-organized markets. The eight article focuses on the 
US-China trade conflict and the potential technology separation that could disrupt 
global value chains of digital technologies, particularly in the lower hardware levels 
of the technology stack. The article highlights the potential implications for Europe 
and smaller open economies such as Finland and explores different options for Eu-
rope if the technological separation continues.

Jointly, the three themes addressed by articles in this collection indicate the di-
rections in which digitalization of industry and society is inevitably evolving. This 
direction, in our view, is hyper-personalization of services and mass servitization. 
These two phenomena are grounded in the emergence of metahuman systems, AI 
platforms, and meta-organizations. The articles in this collection identified and ex-
plored the harbingers of these nascent systems or their building blocks. Based on the 



13Introduction – Beyond AI, Blockchain Systems, and Digital Platforms

early evidence, already at this stage, we recognize the transformative impact of these 
systems on various industries. In the upcoming section, we take a more in-depth look 
on these future research areas, and thereafter we develop a research agenda focused 
on the implications for hyper-personalization and mass servitization. This is an ar-
ea where we anticipate the impact of these systems will be particularly significant.

The emerging cornerstones of mass hyper-per-
sonalization and mass servitization: Metahuman 
systems, AI platforms, and meta-organizations
Understanding key technologies and their potential impacts is merely a starting point. 
Ultimately, technologies do not determine outcomes — people, organizations, and 
institutions interacting with technologies do (Emery, 1993; Leavitt, 1965). In short, 
technology enables action. It is ours to decide how to apply it, and with what kinds 
of consequences. Vice versa, technology deployment and its context are influenced 
by strategies, regulation, and policies. Therefore, we need to better understand the 
broader sociotechnical aspects of the emerging drivers or cornerstones of operations 
and service productivity.

By building on the insights from the articles included in this collection and com-
plementing these with our readings of the recent literature on digitalization, as well 
as our perception of the unfolding digitalization around the world, we identify meta-
human systems, AI platforms, and meta-organizations as the emerging concepts shap-
ing future research on digitalization, particularly in relation to mass hyper-personal-
ization and mass servitization (Figure 2).

Metahuman Systems

AI Platforms

Metaorganizations

Organizations rely on machines that 
learn, thus creating…

Organizations build, contribute 
to, and participate in…

Organizations dynamically automate, 
orchestrate collaboration, and change 
at a high granularity, thus creating…

Organizations rapidly and universally 
digitalize products, their development, 
and related services

Mass 
servitization

Organizations recognize and anticipate 
unique needs of individual customers and 
respectively tailor their offering

Mass hyper-
personalization

New patterns of activities detected in the 
research articles in this collection

Emerging concepts – drivers 
of future service productivity 

Emerging consequences and research needs

Figure 2 The emerging patterns of activities and concepts shaping future 
 research on digitalization
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Metahuman systems are new, emergent, sociotechnical systems where machines 
that learn join human learning and create original systemic capabilities at the level of 
teams or, potentially, organizations (Lyytinen et al., 2020; Mucha et al., 2022, Forth-
coming). These new capabilities are distinct, because without ML technologies that 
are learning and adapting it would not be practically or technically feasible to reach 
the required levels of performance within these systems (Mucha et al., 2023). Meta-
human systems will impact operations and service delivery from the perspective of 
both the organizations providing the service as well as those of customers receiving, 
co-creating or co-operating within the service.

The distinction between internal and external impact of metahuman systems 
on organizations is important because it highlights the sweeping impact of metahu-
man systems on operations and service productivity. First, many organizations in-
ternally consider knowledge workers as providers of internal services to other units, 
functions, or roles (Davis, 1996). Machines that learn already now can or soon will 
be able to keep track of sets of actions of individual employees and in conjunction 
with that start modifying own behavior to increase the level of personalization for 
the need of these employees. If successfully executed and developed into hyper-per-
sonalization, these metahuman systems will potentially improve the baseline per-
formance by, for example, lowering variance, increasing throughput, or improving 
output quality (Mucha et al., 2023). Clearly, some metahuman systems will also be 
re-imagined and novel, rather than incrementally developed versions of the preced-
ing sociotechnical systems (Mucha et al., 2021, Forthcoming). However, even more 
impactful productivity gains can be reaped by organizations leveraging metahuman 
systems to render services that are more valuable than the status quo and serve ex-
ternal customers. By creating offering that is better tailored to external customer 
needs, especially those “jobs to be done” that are unique, important, and insufficient-
ly catered to. Thus, metahuman systems will, in many cases, form the fundamental 
building blocks underlying hyper-personalization.

This line of reasoning is also salient to understanding the role of metahuman sys-
tems in enabling and fostering mass servitization. One of the stumbling blocks on 
the transformation path from product to service logic is the scalability of human re-
sources and the ability to respond to unique customer needs (Zhang & Banerji, 2017). 
These challenges in our view have prevented, thus far, servitization from happening 
on a mass scale. Metahuman systems, however, will help organizations to scale hu-
man knowledge and capacities better by encapsulating some of these into technolo-
gy that is essentially freely scalable (Mucha et al., 2021).

Another cornerstone of future operations and service productivity is the increas-
ingly critical role of AI in the functioning of digital platforms, thus the emergence of 
AI platforms (Mucha & Seppala, 2020). While the platformization of the economy is 
already a well-established trend, we have seen only very preliminary impacts of AI in 
this domain compared to what is already now feasible from a technology viewpoint. 
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AI platforms provide a backbone to many individual organizations actively leverag-
ing or constructing metahuman systems (Mucha & Seppala, 2020). Consequently, 
understanding the role of AI platforms in this capacity will be pivotal.

We, furthermore, need to consider both innovation platforms and transaction 
platforms having both important and unique own contribution to this evolution 
(Cusumano et al., 2020). Innovation platforms will be both fostering and constrain-
ing some organizational uses of AI. This will have an important impact on the com-
petitive dynamics of service sector, because uneven access, maturity of, or ability to 
leverage AI will partially determine the outcomes of mass hyperpersonalization ef-
forts of organizations (Mucha & Seppala, 2020). Transaction platforms, on the oth-
er hand, will play a crucial role in distributing and disseminating services or infor-
mation about these services. Furthermore, transaction platforms might constitute 
some of the marketplaces where critical enablers of hyper-personalization will be ex-
changed. This logic extends to mass servitization, because of the constant pressure 
and efforts towards platformization of industrial sector. Here, it is important to rec-
ognize the role of newly emerging AI platforms (start-ups), which are distinct from 
hyperscalers (Mucha & Seppala, 2020). These AI platforms will likely play an im-
portant role in mass servitization because their offering might be centered around 
specific servitization use cases.

Finally, we recognize that meta-organizations emerge as the third novel corner-
stone of future productivity growth in the service sector. While past research has al-
ready identified the concept of meta-organizations seen as organizations comprising 
multiple legally autonomous entities (Gawer, 2014; Gulati et al., 2012), our concep-
tualization updates that definition to reflect multi-level interactions of various agents 
constituting meta-organizations. We propose to include within the scope of me-
ta-organizations other types of agents as well – individual humans and metahuman 
systems emerging within organizations. Furthermore, these agents must be able to 
interact in a 1) dynamic, 2) interoperable, 3) intelligent, 4) federated, and 5) coor-
dinated manner, which enables them to create unique and context specific bundles 
of product-service design and delivery. Thus, the interactions constituting the fab-
ric of meta-organizations are present not only within a single organization, but also 
might frequently cross the organizational boundaries.

AI platforms represent one type of meta-organization, but the scope of meta-or-
ganization as a concept is nevertheless much broader than that. For example, the 
interactions between the actors might be governed by a smart contract and not 
necessarily rely on a digital platform logic. To add to that, multi-level aspect of me-
ta-organizations reveals important contributions of individual humans and meta-
human systems to render product-service bundles. For example, human annotators 
who label training data for ML models play an important role from the perspective 
of the system as a whole. Equally, ML-based digital artifacts might drive and con-
strain actions of human actors or even entire organizations. Thus, meta-organiza-
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tions constitute a distinct and complementary determinant of mass hyper-personal-
ization and mass servitization.

A tentative research agenda
We believe that with the increasing computing power, the proliferation of AI to firms 
and digital platforms, and the related emergence of new organizing logics, we are 
amid a service sector transformation resembling the advent of mass production in 
the 1940s. The resulting service sector productivity dynamics will be driven by mass 
hyper-personalization and mass servitization. Our collection of articles points to sev-
eral fruitful areas for future research inquiry in services, servitization and produc-
tivity in the context of AI platforms, metahuman systems, and meta-organizations.

The tentative nature of the proposed agenda reflects the nascent stage of the phe-
nomena we urge scholars to study. Furthermore, in outlining questions for future re-
search, we primarily concentrate on aspects that drive nuanced understanding and 
contextually rich micro-level perspective. This reflects the complex sociotechnical 
dimension that we need to understand to better appreciate often nuanced differenc-
es between traditional information technology and AI. Therefore, the proposed re-
search directions concentrate on in-depth (case) studies that provide understand-
ing of novel phenomena. However, we expect that macro-perspective approach will 
soon become viable as well, given the rapidity and pervasiveness of changes that take 
place in, at least, some of the relevant areas. For instance, in January 2023 ChatGPT 
became the fastest growing consumer application ever, beating even digital platforms 
such as TikTok or Instagram (Hu, 2023). Thus, research utilizing quantitative data 
will need to be developed as well.

1 Metahuman systems – Foundation models, operations, and 
service automation

By harnessing modern computing resources, abundant data, and continuously ad-
vancing algorithms in operations and services, we have greatly improved state-of-the-
art computer performance on many tasks such as speech recognition, image recogni-
tion, and generation of text, audio, and images. Some of these capabilities have been 
packaged in the form of foundation models, which have been trained on broad data, 
can be further fine-tuned to specific tasks and recombined to create new intelligent 
tools such as ChatGPT and GPT-4.

These novel technologies have the potential to change the ways modern orga-
nizations work – the roles of people, the routines they enact, the products and ser-
vices they deliver, and productivity they achieve. This transformation, however, is 
not merely about technological progress. Productively integrating these intelligent 
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tools into mass hyper-personalization and servitization of industry requires that 
we explore and understand the new opportunities and limits of digital automation. 
Particularly, the understanding of digital automation limits remains downplayed 
and overlooked.

The naïve view is that simply with more data and computing resources the per-
formance of these new forms of digital automation increases. However, for private 
sector companies to leverage these tools and drive productivity improvement, as well 
as for innovation and growth policy actions to foster that development, we need a 
more in-depth understanding and paradigmatic case examples of the newly redefined 
constraints of digital automation.

Thus, we propose the following research questions to drive research along this 
dimension.

Research question 1.1: What is the foundation model application landscape within 
and outside of generative AI applications for product and 
service companies?

Research question 1.2: What do mass hyper-personalized service and mass servi-
tized engagements and experiences mean for knowledge 
work and worker?

Research question 1.3: What are the limits to mass hyper-personalization and mass 
servitization in metahuman systems? How companies drive 
productivity within these boundaries?

Research question 1.4: What are the limits to productivity improvement in orga-
nizations relying on foundation models, other types of ma-
chine learning, or metahuman systems? How do companies 
drive productivity within these boundaries?

2 Artificial intelligence platforms and service firm productivity

The scale of artificial intelligence (AI) platforms, their workloads, and range of of-
fering have been increasing continuously. In the early days of AI use by digital plat-
forms, these technologies were just one of their tools in the toolbox and were utilized 
predominantly in internal processes. It is important to recognize that subsequent-
ly many digital platform companies have not only invested in research and develop-
ment of AI for improving their own operations but have also looked for the ways to 
productize AI applications and create own AI ecosystems. The resulting universe of 
AI platforms has been further enriched by rapid proliferation of various AI services 
and emerging AI platforms targeting specific services, industries, or market segments.

This growth creates numerous opportunities for service firms, but it is also full 
of challenges. The barriers to accessing state-of-the-art AI in the form of the latest 
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machine learning models and particularly foundation models are disappearing. This 
is illustrated by Microsoft making its search engine become more conversational and 
Amazon partnering with Hugging Face to enable easy fine-tuning and deployment of 
latest models. This deceptive ease is coupled with many open issues regarding ex-
plainability, ownership, and legal basis to name just a few. To further complement the 
picture, various organizations including government agencies and non-profits are al-
so experimenting with and leveraging these new AI tools. The resulting dynamics and 
the pivotal role of AI platforms is neither explored by scholars nor well-recognized 
by practitioners concerned with improving productivity of service firms.

Thus, we propose the following research questions to trace the development of 
the AI platform as a central feature of the contemporary digital economy and con-
sider the consequences from the perspective of productivity and innovation policy.

Research question 2.1: What are the implications of artificial intelligence platforms 
integration and interoperability to company product and 
service portfolio management?

Research question 2.2: How are mass hyper-personalization and mass servitization 
designed, delivered, and organized by firms participating 
in AI platforms?

Research question 2.3: How is the productivity of service firms impacted by their 
participation in artificial intelligence platforms?

Research question 2.4: How is the productivity of service firms impacted by gov-
ernment and non-profit participation in artificial intelli-
gence platforms?

3 Meta-Organizations - The new system architectures 
for productivity in operations, services, mass hyper-
personalization and mass servitization

As various IT systems are becoming increasingly integrated to one another be-
cause of digitalization, entirely new modes of mass hyper-personalization and 
mass servitization are enabled through product, service, and process automation. 
As manufacturing transitions from a product-model-centric philosophy to a more 
object-oriented paradigm, product individuals become actors that can be tracked, 
mass customized and hyper-personalized dynamically over their entire life cycles 
in unprecedented ways. As product individuals are transformed into personalized 
service actors with individuality and embedded intelligence, new types of meta-or-
ganizations emerge where humans and product systems dynamically interact in 
mass-servitized and hyper-personalized manner uniquely according to every spe-
cific situation.
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Simultaneously, in a similar trend of development, new types of platform innova-
tions are enabling more individual user-oriented service logics in digital platforms. 
For example, through blockchain-based smart contracting platforms, digital workflow 
processes can be individually tailored, mass servitized, and hyper-personalized in en-
tirely novel and democratized ways. Due to the decentralized nature of such systems, 
genuine switch-role markets can be generated in a new manner that enables much 
more dynamic modes of interaction between actors in meta-organizational structures.

Scholarly work falling under this topic should output paradigmatic case examples 
based on research engaged with practice. This will likely require concentrating on in-
dividual sectors, industries, or businesses to surface high-granularity data. Overall, 
developing insights into the new systems architectures and their impact on produc-
tivity will be one of the key objectives of this future research. Therefore, we propose 
the following research questions.

Research question 3.1: What are the new micro-modular e.g., foundation model 
based and other, system architectures of service and ser-
vitized product firms successfully employing digital auto-
mation?

Research question 3.2: What are the implications of these new service system ar-
chitectures to global value chains?

Research question 3.3: What are the implications of these new service systems ar-
chitectures to productivity and what role do mass-person-
alization and mass servitization play in that?

Research question 3.4: What are the innovation, industry and competition policy 
implications of these new service systems architectures?

Concluding remarks

Metahuman systems, artificial intelligence platforms, and meta-organizations are like-
ly to continue affecting how work, especially knowledge work, is done. These digita-
lization phenomena converge to enable design and delivery of mass hyper-personal-
ization of services and mass servitization, thus impacting how value is created and 
captured by companies representing the majority of the economy. The difficulty of 
predicting how these will affect different industries is due in part to their pervasive 
impacts. As mentioned in multiple articles in this collection, the application of these 
novel technologies is often characterized by their ubiquitous, persistent, and deep in-
tegration with other forms of economic activity. The initial applications are often gen-
erative, thus sparking further innovation which makes predicting the future difficult.

We believe that metahuman systems, artificial intelligence platforms, and me-
ta-organizations are likely to be powerful organizing principles for companies and 
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other organizations, for industries, the economy, and society over the coming years. 
Scholars interested in contemporary organizations and industries, or innovation 
and competition must consider how metahuman systems, artificial intelligence plat-
forms and meta-organizations facilitate, constrain, channel, and change economic 
or social activity.

We anticipate a rising new “TIDE” of further studies related to metahuman sys-
tems, artificial intelligence platforms, and meta-organizations towards mass hy-
per-personalized operations and service design, delivery and experiences.
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Abstract
The digital transformation of firms plays an increasingly important role in the econ-
omy and society. However, limited access to data on firm-level digital intensity is an 
impediment to advancement of multiple research projects concerned with firm dig-
italization. To alleviate this challenge, this paper proposes a method for estimating 
firm-level digital intensity based on other more readily available firm-level data and 
reference data on digitalization, which is available on sector-level. The proposed 
method utilizes firm-level revenue breakdown by sector to estimate sector reve-
nue-weighted digital intensity scores, which lead to classification of firms into low, 
medium and high digital intensity groups. The output from the proposed method can 
be directly used in research concerned with firm digitalization and investigating this 
multifaceted phenomenon. Results from the application of the proposed method to 
an illustrative sample of large US and non-US firms (2000 observations in total) in-
dicate that firm-level digital intensity can be efficiently estimated for large samples 
using data commonly available to researchers.

The key differences between the proposed method and alternative methods are:
• Recognition of the fact that firms might participate in more than one sector 

or industry, which partially explains within-sector heterogeneity in firm-lev-
el digital intensity. We found that 67.8% of large US firms and 78.6% of large 
non-US firms were engaged in more than one industry.

• Use of reference sector-level digital intensity scores, which allows for rapid 
update, application across geographies and time, as well as parallel calcula-
tion of multiple digital intensity scores for each reference data. Furthermore, 
use of reference data enables supplementation of firm-level data on digitali-
zation.

• Replicability of the method and reproducibility of the results through inclu-
sion of the source code and availability of data through research and commer-
cial databases.

Keywords
Digital transformation, Digital taxonomy, IT intensity, Data disaggregation
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Method details
The digital transformation of firms plays an increasingly important role in the econ-
omy and society. Digitalization affects organizations from a variety of angles and lev-
els [1]. Furthermore, this phenomenon impacts organizations across the full range 
of industries and sectors [2]. Hence, research on digitalization of firms and other 
phenomena related to it is of significant importance to the society. This observation 
is supported by increasing research interest in these topics across various disciplines 
[3]. Such research is enabled, but also potentially limited, by the extent of available 
methodological toolbox. Methods used in research on digitalization span a wide range, 
including both quantitative and qualitative methods [1]. These methods take a vari-
ety of data as inputs, such as case studies [1], aggregate measures of investment in 
information and communication technologies (ICT) stock [4], [5], purchases of 
intermediate ICT goods and services [6], robot use [7], [8], online sales [6], and 
occupational classification and task-based index of digital intensity [9]. However, 
due to the fact that “inherent difficulties exist in measuring the scope and pace of 
such a multifaceted phenomenon” [6, p. 5] as digitalization, access to suitable data 
might be an impediment to advancement of our understanding.

The present paper proposes a method, which alleviates the challenge of insuffi-
cient firm-level data by leveraging suitable results from past research on sector-level 
digitalization. The proposed method utilizes firm-level revenue breakdown by sec-
tor to estimate sector revenue-weighted digital intensity scores. These scores are 
derived from existing results of research on sector-level digitalization. The method 
output is a classification of firms into low, medium and high digital intensity groups.

The reminder of this paper is divided into three sections. We first discuss input 
data. After that we describe steps in the method and conclude with method valida-
tion. The paper is accompanied with supplementary material, which includes R code 
for implementation and validation of the method, as well as sample data used in the 
validation section.

Input data

The implementation of the proposed method relies on three categories of input da-
ta. First two are necessary, while the third one is used in special cases only. These 
categories are:

• Firm-level data on revenue per sector or industry.
• Reference sector-level digital intensity scores.
• Additionally, in case these two categories of data listed above rely on different 

industry classification systems, there is a need for a concordance table, which 
maps industry classification codes on a firm-level to those on a sector-level.
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from dx.doi.org/10.1787/888933617434. Industry classification concordance 
tables available, for example, from 
https://www.census.gov/eos/www/naics/concordances/concordances.html. 
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sector revenue-weighted digital intensity scores. These scores are derived from existing results of research on sector-level 
digitalization. The method output is a classification of firms into low, medium and high digital intensity groups. 

The reminder of this paper is divided into three sections. We first discuss input data. After that we describe steps in the method and 
conclude with method validation. The paper is accompanied with supplementary material, which includes R code for 
implementation and validation of the method, as well as sample data used in the validation section. 

Input data 
The implementation of the proposed method relies on three categories of input data. First two are necessary, while the third one is 
used in special cases only. These categories are: 

1. Firm-level data on revenue per sector or industry. 
2. Reference sector-level digital intensity scores. 
3. Additionally, in case these two categories of data listed above rely on different industry classification systems, there is a 

need for a concordance table, which maps industry classification codes on a firm-level to those on a sector-level. 

Firm-level data 
Firm-level data is the data describing companies of interest. At a minimum, firm-level data must include firm-specific identifier, 
industry or sector code (thereafter, referred to as industry code, for brevity) and corresponding revenue or share of annual revenue. 
A single company might be active in either one or many industries. Additional information, such as firm name and industry name is 
useful to include to facilitate manual inspection of data processing steps, when in the development phase. Once the proposed 
method produces its outputs, these intermediary results will likely need to be combined with other data and subjected to analysis to 
address specific research questions. 

It is important to recognize that the proposed method uses, for each company, revenue figures allocated to relevant industries as 
basis for calculating weights, which in turn are utilized to calculate revenue-weighted digital intensity score of each company. We 
motivate the use of revenue as the key determinant of industry participation with the following logic. Companies generating revenue 
from a given industry are likely to have characteristics similar to those of other companies in that industry. This is driven by 
similarity of the environmental conditions in which they operate, such as customer base, regulation, competition, technology 
context, etc. In summary, our argument for the use of revenue split by industry as a proxy for digital intensity score weights is based 
on the institutional isomorphism logic [10]. Thus, digital intensity of a company should, approximately, be the digital intensity of 
each industry where that company is active and proportional to the level of activity in these industries. 

 

Figure 1. An example of a simple data structure for firm‐level data. 

Firm-level data

Firm-level data is the data describing companies of interest. At a minimum, firm-lev-
el data must include firm-specific identifier, industry or sector code (thereafter, re-
ferred to as industry code, for brevity) and corresponding revenue or share of an-
nual revenue. A single company might be active in either one or many industries. 
Additional information, such as firm name and industry name is useful to include 
to facilitate manual inspection of data processing steps, when in the development 
phase. Once the proposed method produces its outputs, these intermediary results 
will likely need to be combined with other data and subjected to analysis to address 
specific research questions.

It is important to recognize that the proposed method uses, for each compa-
ny, revenue figures allocated to relevant industries as basis for calculating weights, 
which in turn are utilized to calculate revenue-weighted digital intensity score of 
each company. We motivate the use of revenue as the key determinant of industry 
participation with the following logic. Companies generating revenue from a giv-
en industry are likely to have characteristics similar to those of other companies in 
that industry. This is driven by similarity of the environmental conditions in which 
they operate, such as customer base, regulation, competition, technology context, 
etc. In summary, our argument for the use of revenue split by industry as a proxy for 
digital intensity score weights is based on the institutional isomorphism logic [10]. 
Thus, digital intensity of a company should, approximately, be the digital intensity of 
each industry where that company is active and proportional to the level of activity 
in these industries.

While the firm-level data can take a simple format, as presented in the Figure 1, 
it is common to encounter more complex input data and data issues. For example, 
there might be multiple industry codes grouped together and representing a single 
business segment of a company, which is accompanied by a single revenue figure. 
Another difficulty might be negative figures reported as eliminations resulting from 
inter-segment sales. Finally, industry classification systems have been periodical-
ly revised, thus it is possible to encounter industry codes from different revisions 

Figure 1 An example of a simple data structure for firm-level data
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of an industry classification system listed in the same data set. We propose several 
sub-procedures for dealing with such data issues in the latter section of this paper. 
If other types of complexities are encounters, researchers must use common sense 
to process or convert the data to comply with the requirements of the latter steps in 
the procedure. Furthermore, any such judgement calls and additions to the proce-
dure should be documented and reported.

Sector-level data

Sector-level data is the source data for digital intensity scores. Our method leverag-
es previous research on the digital and IT intensity of industries, for example [6], 
[11]. Published results for digital intensity of industries serves as a reference data 
for the proposed method. This approach presents some limitations, which need to be 
recognized before application of the method. Scholars applying the proposed meth-
od in own research ought to assess the suitability of the sector-level reference data 
for the estimation of digital intensity on a firm-level for the specific sample of com-
panies under investigation. Researchers need to evaluate the alignment between the 
two data sets considering multiple factors. First, the alignment in time frame needs 
to be assessed. Since digital intensity of sectors might be changing over time [6], it 
is important to evaluate whether the reference data is representative of the sample, 
given potential temporal changes in digital intensity. Next, there are differences in 
the level of sectoral digital intensity in different countries [6], thus overlap in geo-
graphic coverage needs to be considered. Firm size is another important aspect, as 
size is positively correlated with variables associated with digital technology adop-
tion [4]. These variables include, but are not limited to, slack resources, access to 
finance, wealth, scale, and specialization [12], [13]. Another set of factors relate to 
market concentration and competitiveness, which can be assessed, for example, us-
ing Herfindahl-Hirschman index [14]. Market concentration and competitiveness 
are associated with adoption rates for high technology [12], [15], thus alignment 
between the reference data and the sample data needs to be assessed with this re-
spect as well. Finally, the methodology used in the sector level analysis leading to 
the reference data should be evaluated for suitability with the research question at 
hand. Other factors potentially undermining the suitability of the reference data 
for use with the specific sample under investigation might need to be considered as 
well. Yet, given limited availability and difficulty with access to information need-
ed for calculating digital intensity directly on a firm-level, use of a reference data on 
a sector-level presents a viable alternative. Furthermore, this approach enables re-
searchers to estimate on a per-firm basis multiple digital intensity scores based on 
alternative reference data sources, as well as efficiently revise existing digital inten-
sity scores when new reference data becomes available.
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While the firm-level data can take a simple format, as presented in the Figure 1, it is common to encounter more complex input data 
and data issues. For example, there might be multiple industry codes grouped together and representing a single business 
segment of a company, which is accompanied by a single revenue figure. Another difficulty might be negative figures reported as 
eliminations resulting from inter-segment sales. Finally, industry classification systems have been periodically revised, thus it is 
possible to encounter industry codes from different revisions of an industry classification system listed in the same data set. We 
propose several sub-procedures for dealing with such data issues in the latter section of this paper. If other types of complexities 
are encounters, researchers must use common sense to process or convert the data to comply with the requirements of the latter 
steps in the procedure. Furthermore, any such judgement calls and additions to the procedure should be documented and 
reported. 

Sector-level data 
Sector-level data is the source data for digital intensity scores. Our method leverages previous research on the digital and IT 
intensity of industries, for example [6], [11]. Published results for digital intensity of industries serves as a reference data for the 
proposed method. This approach presents some limitations, which need to be recognized before application of the method. 
Scholars applying the proposed method in own research ought to assess the suitability of the sector-level reference data for the 
estimation of digital intensity on a firm-level for the specific sample of companies under investigation. Researchers need to evaluate 
the alignment between the two data sets considering multiple factors. First, the alignment in time frame needs to be assessed. 
Since digital intensity of sectors might be changing over time [6], it is important to evaluate whether the reference data is 
representative of the sample, given potential temporal changes in digital intensity. Next, there are differences in the level of sectoral 
digital intensity in different countries [6], thus overlap in geographic coverage needs to be considered. Firm size is another 
important aspect, as size is positively correlated with variables associated with digital technology adoption [4]. These variables 
include, but are not limited to, slack resources, access to finance, wealth, scale, and specialization [12], [13]. Another set of factors 
relate to market concentration and competitiveness, which can be assessed, for example, using Herfindahl-Hirschman index [14]. 
Market concentration and competitiveness are associated with adoption rates for high technology [12], [15], thus alignment 
between the reference data and the sample data needs to be assessed with this respect as well. Finally, the methodology used in 
the sector level analysis leading to the reference data should be evaluated for suitability with the research question at hand. Other 
factors potentially undermining the suitability of the reference data for use with the specific sample under investigation might need 
to be considered as well. Yet, given limited availability and difficulty with access to information needed for calculating digital 
intensity directly on a firm-level, use of a reference data on a sector-level presents a viable alternative. Furthermore, this approach 
enables researchers to estimate on a per-firm basis multiple digital intensity scores based on alternative reference data sources, as 
well as efficiently revise existing digital intensity scores when new reference data becomes available. 

 

Figure 2. The simplest possible format for a sector‐level digital intensity score.

Sector-level digital intensity data takes the form of a simple look-up table with industry codes and their respective digital intensity 
scores, as presented in Figure 2. It is useful to retain industry names in the data to facilitate debugging of the procedure, while in 
the development phase. Potential complexities relate to the aggregation of multiple industries into ranges of industry codes. This 
might also be associated with some papers using industry codes on different levels in the taxonomy of an industry classification 
system. While simple aggregation of industries based on industry taxonomies are straightforward to handle, researchers developing 
sector-level digital intensity scores might also make discretionary decisions regarding aggregation into higher-level industries or 
sectors. In such cases it is important to evaluate and, potentially, disentangle earlier modifications to the industry classification 
taxonomy. Again, transparency and common sense need to be applied and choices documented. 

Concordance table 
According to U.S. Census Bureau, concordance tables “provide detailed descriptions of the direct relationships between 
classification systems” [16]. These tables map industry codes from one industry classification system to another, as well as map 
industry codes within the same classification system for different revisions of that system. The data structure for concordance 
tables is presented in Figure 3. 

 

Figure 3. Data structure in a concordance table.
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choices documented.
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Figure 2 The simplest possible format for a sector-level digital intensity score

Figure 3 Data structure in a concordance table

Concordance table

According to U.S. Census Bureau, concordance tables “provide detailed descriptions 
of the direct relationships between classification systems” [16]. These tables map 
industry codes from one industry classification system to another, as well as map in-
dustry codes within the same classification system for different revisions of that sys-
tem. The data structure for concordance tables is presented in Figure 3.

In cases where the firm-level data or both firm- and sector-level data include in-
dustry codes from different industry classification systems or different revisions of 
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the same system the use of concordance tables will be required in the application of 
the proposed method. Concordance tables are provided by national or international 
census or statistical offices and, therefore, tend to be a reliable, replicable and easily 
available. However, potential data issues might relate to translation of older indus-
try classification systems into more recent ones. For example, U.S. Census Bureau 
does not provide direct concordance table between NAICS (North American Indus-
try Classification System) 1997 to NAICS 2017. In the next section of this paper we 
discuss two approaches for dealing with such data issue.

Steps in the method for disaggregating sector-
level digital intensity scores to firm-level
In this section, we first outline the steps involved in the implementation of the pro-
posed method. Thereafter, we discuss each step and provide a commentary on how 
to deal with potential data issues.

The key steps in the implementation of the method are:

1. For each company retrieve data with or calculate revenue figure for each in-
dustry code.

2. In case firm-level and sector-level data uses different industry classification 
systems or different revisions of the same classification system, use concor-
dance table(s) to convert firm-level industry codes to those at sector-level.

3. For each firm-level industry code match the corresponding digital intensity 
score using the sector-level data as a reference (look-up table).

4. For each company, calculate revenue-weighted digital intensity score.
5. For each company, classify the revenue-weighted digital intensity score into 

one of three digital intensity groups (low, mid or high).

Step 1: Company revenue per industry code

Depending on the data source, the data might be readily available, or some data pro-
cessing might be needed. Common data processing requirements include:

• Splitting business segment revenue to multiple industry codes
• Dealing with negative figures
• Dealing with missing revenue breakdown by business segment or industry

Since many companies provide information on their sales per business segment 
(typically, in annual reports in the notes to the financial statements) it is likely that 
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In cases where the firm-level data or both firm- and sector-level data include industry codes from different industry classification 
systems or different revisions of the same system the use of concordance tables will be required in the application of the proposed 
method. Concordance tables are provided by national or international census or statistical offices and, therefore, tend to be a 
reliable, replicable and easily available. However, potential data issues might relate to translation of older industry classification 
systems into more recent ones. For example, U.S. Census Bureau does not provide direct concordance table between NAICS 
(North American Industry Classification System) 1997 to NAICS 2017. In the next section of this paper we discuss two approaches 
for dealing with such data issue. 

Steps in the method for disaggregating sector-level digital intensity scores to firm-
level 
In this section, we first outline the steps involved in the implementation of the proposed method. Thereafter, we discuss each step 
and provide a commentary on how to deal with potential data issues. 

The key steps in the implementation of the method are: 

1. For each company retrieve data with or calculate revenue figure for each industry code. 
2. In case firm-level and sector-level data uses different industry classification systems or different revisions of the same 

classification system, use concordance table(s) to convert firm-level industry codes to those at sector-level. 
3. For each firm-level industry code match the corresponding digital intensity score using the sector-level data as a reference 

(look-up table). 
4. For each company, calculate revenue-weighted digital intensity score. 
5. For each company, classify the revenue-weighted digital intensity score into one of three digital intensity groups (low, mid or 

high). 

Step 1: Company revenue per industry code 
 

 

Figure 4. Step 1: For each company, retrieval or calculation of revenue stream broken down by sector.

Depending on the data source, the data might be readily available, or some data processing might be needed. Common data 
processing requirements include: 

• Splitting business segment revenue to multiple industry codes 
• Dealing with negative figures 
• Dealing with missing revenue breakdown by business segment or industry 

Since many companies provide information on their sales per business segment (typically, in annual reports in the notes to the 
financial statements) it is likely that revenue data is recorded on a per business segment basis, rather than per industry code basis. 
Nevertheless, business segments can be matched with one or multiple industry codes. This can be done by researchers 
themselves or such information can be available in the financial databases. In either case, it is common to encounter multiple 
industry codes assigned to a single business segment. If this is the case, each business segment revenue should be evenly split 
between industry codes. The justification for such treatment is that typically there is not enough information to assign different 
weights to individual industry codes. Equal weights reflect equal treatment of all industry codes assigned to a single business 
segment. 

revenue data is recorded on a per business segment basis, rather than per industry 
code basis. Nevertheless, business segments can be matched with one or multiple 
industry codes. This can be done by researchers themselves or such information can 
be available in the financial databases. In either case, it is common to encounter mul-
tiple industry codes assigned to a single business segment. If this is the case, each 
business segment revenue should be evenly split between industry codes. The justi-
fication for such treatment is that typically there is not enough information to assign 
different weights to individual industry codes. Equal weights reflect equal treatment 
of all industry codes assigned to a single business segment.

Another data issue, which is sometimes encountered, is negative revenue report-
ed as eliminations of inter-segment sales within a company. We recommend drop-
ping the records with negative revenue, since revenue from each business segment 
excluding eliminations should sufficiently well reflect the level of company engage-
ment in different industries.

Finally, some companies do not report revenue breakdown by segment and, thus, 
it might not be possible to get data on revenue per industry code for such compa-
nies. The proposed method requires at least one industry code, which is available on 
a company-level. Such industry code is generally available for any registered com-
pany in the form of primary industry code. In some cases, several industry codes 
might also be available on a firm-level. In either case, the treatment of these indus-
try codes is equivalent to the base case situation, where revenue per business seg-
ment is available. The only difference is that instead of using revenue per business 
segment to allocate revenue per industry code, it is the total revenue of a compa-
ny, which is used. Primary and secondary industry codes are available in multiple 
financial databases.

Figure 4 Step 1: For each company, retrieval or calculation of revenue stream 
 broken down by sector
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Step 2: Converting firm-level industry codes to sector-level 
codes using concordance tables

Figure 5 Step 2: Conversion of industry codes related to firm-level revenue 
 streams into another industry classification system, for which 
 sector-level digital intensity scores are available. This step is 
 required only if the firm-level data and sector-level reference data 
 are expressed using a different industry classification systems.

Another data issue, which is sometimes encountered, is negative revenue reported as eliminations of inter-segment sales within a 
company. We recommend dropping the records with negative revenue, since revenue from each business segment excluding 
eliminations should sufficiently well reflect the level of company engagement in different industries. 

Finally, some companies do not report revenue breakdown by segment and, thus, it might not be possible to get data on revenue 
per industry code for such companies. The proposed method requires at least one industry code, which is available on a company-
level. Such industry code is generally available for any registered company in the form of primary industry code. In some cases, 
several industry codes might also be available on a firm-level. In either case, the treatment of these industry codes is equivalent to 
the base case situation, where revenue per business segment is available. The only difference is that instead of using revenue per 
business segment to allocate revenue per industry code, it is the total revenue of a company, which is used. Primary and 
secondary industry codes are available in multiple financial databases. 

Step 2: Converting firm-level industry codes to sector-level codes using concordance tables 
 

 

 

Figure 5. Step 2: Conversion of industry codes related to firm‐level revenue streams into another industry classification system, for which 
sector‐level digital intensity scores are available. This step is required only if the firm‐level data and sector‐level reference data are 
expressed using a different industry classification systems.

This step can be skipped, if both firm-level and sector-level industry codes are expressed using the same industry classification 
system and the same revision of that system. In other cases, there is a need to harmonize the industry codes on both levels. This is 
achieved with concordance tables. Once industry codes on firm- and sector-level are matched it is possible to map sector-level 
digital intensity scores to firm-level in the next step. 

Concordance tables can be downloaded from websites of, for example, U.S. Census Bureau [16] or Eurostat [17]. The latter source 
refers to concordance tables as correspondence tables. 

Since it is possible that some industry codes in a concordance table are mapped to more than one code in another system or 
revision of industry classification, our method requires adjustment of some of the company revenue per industry code figures, which 
were calculated in the previous step. In line with the logic regarding splitting segment revenue to industry codes, which was 

This step can be skipped, if both firm-level and sector-level industry codes are ex-
pressed using the same industry classification system and the same revision of that 
system. In other cases, there is a need to harmonize the industry codes on both lev-
els. This is achieved with concordance tables. Once industry codes on firm- and sec-
tor-level are matched it is possible to map sector-level digital intensity scores to 
firm-level in the next step.

Concordance tables can be downloaded from websites of, for example, U.S. Cen-
sus Bureau [16] or Eurostat [17]. The latter source refers to concordance tables as 
correspondence tables.
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Since it is possible that some industry codes in a concordance table are mapped 
to more than one code in another system or revision of industry classification, our 
method requires adjustment of some of the company revenue per industry code fig-
ures, which were calculated in the previous step. In line with the logic regarding 
splitting segment revenue to industry codes, which was presented earlier, we pro-
pose the same treatment for cases where concordance tables map a single industry 
code to multiple codes in another industry classification system. This means that if 
the concordance table applied maps one industry code to many, our method evenly 
splits company revenue related to that industry code and allocates that value to the 
resulting industry codes in another classification system or revision.

While the application of concordance tables, later revenue splitting and allocation 
of revenues to industry codes should be a straightforward procedure, there is one po-
tential data issue, which reveals itself at this stage. In case the source industry codes 
are not all from the same revision of an industry classification system, it is possible 
that the concordance table applied does not map some of the source industry codes 
to any target industry code. This data issue can be resolved in two ways. Either (1) 
another concordance table can be used or (2) the same concordance table as previ-
ously can be used with both source and target industry codes escalated by one level 
in the industry classification taxonomy.

We recommend using the first approach, if concordance tables for other revisions 
of the source industry codes are available. This step can be repeated iteratively un-
til all missing values are replaced with the corresponding target industry codes. Al-
ternatively, and preferably after applying multiple concordance tables, the remain-
ing missing values can be replaced with target industry codes by using the second 
approach proposed.

In the second approach, the original concordance table is modified by dropping the 
last digit in the industry codes (both source and target). Also, the firm-level industry 
codes need to be generalized in the same way. At this point it is important to recog-
nize that dropping the last digit in the industry codes might result in some firm-lev-
el records appearing as duplicates. These duplicates appear due to some firm-level 
records differing between each other only with the last digit of the industry code. If 
such duplicates appear, they should be merged by summing the revenue figure for 
all records that are duplicates of each other and removing all, but one. Once this is 
completed the more generalized concordance table can be reapplied to the more gen-
eralized firm-level industry codes. This approach can be iteratively applied until all 
missing values are replaced with target industry codes.
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presented earlier, we propose the same treatment for cases where concordance tables map a single industry code to multiple 
codes in another industry classification system. This means that if the concordance table applied maps one industry code to many, 
our method evenly splits company revenue related to that industry code and allocates that value to the resulting industry codes in 
another classification system or revision. 

While the application of concordance tables, later revenue splitting and allocation of revenues to industry codes should be a 
straightforward procedure, there is one potential data issue, which reveals itself at this stage. In case the source industry codes are 
not all from the same revision of an industry classification system, it is possible that the concordance table applied does not map 
some of the source industry codes to any target industry code. This data issue can be resolved in two ways. Either (1) another 
concordance table can be used or (2) the same concordance table as previously can be used with both source and target industry 
codes escalated by one level in the industry classification taxonomy. 

We recommend using the first approach, if concordance tables for other revisions of the source industry codes are available. This 
step can be repeated iteratively until all missing values are replaced with the corresponding target industry codes. Alternatively, and 
preferably after applying multiple concordance tables, the remaining missing values can be replaced with target industry codes by 
using the second approach proposed. 

In the second approach, the original concordance table is modified by dropping the last digit in the industry codes (both source and 
target). Also, the firm-level industry codes need to be generalized in the same way. At this point it is important to recognize that 
dropping the last digit in the industry codes might result in some firm-level records appearing as duplicates. These duplicates 
appear due to some firm-level records differing between each other only with the last digit of the industry code. If such duplicates 
appear, they should be merged by summing the revenue figure for all records that are duplicates of each other and removing all, 
but one. Once this is completed the more generalized concordance table can be reapplied to the more generalized firm-level 
industry codes. This approach can be iteratively applied until all missing values are replaced with target industry codes. 

Step 3: Mapping firm-level industry codes to sector-level digital intensity scores 
 

 

Figure 6. Step 3: Matching of revenue streams and their corresponding industry codes with sector‐level digital intensity scores, which come 
from reference data. Step 4: Calculation of revenue‐weighted digital intensity score for each company.
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Given that both firm- and sector-level industry codes are expressed using the same 
industry classification system and its revision, mapping digital intensity scores, which 
are at sector-level, to industry codes on a firm-level is a matter of using a simple look-
up table logic. There should be no data issues present at this stage. However, it is im-
portant to validate that there are no missing values, which could result from incom-
plete industry code coverage of the sector-level digital intensity scores.
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Step 4: Firm-level revenue-weighted digital intensity score

Once sector digital intensity scores, SDIi , are available at firm-level for each indus-
try code, i, the final digital intensity score, DIX, for company X is calculated as a 
weighted average of sector digital intensity scores SDIi (Equation 1.), where weights, 
R%i

*
,X, are expressed as share of company X revenue coming from industry i. Star in 

R%i
*
,X denotes that the revenue share is for the industry code i, which is expressed 

in the same industry classification system and revision of that system as that of the 
sector digital intensity score SDIi.

Step 5: Classification of digital intensity scores into three 
groups

Figure 7 Step 5: Classification of firms into digital intensity groups based on 
 firm-level digital intensity scores and using cut-off points (quantiles 
 with probabilities 1/3 and 2/3) based on reference sector-level digital 
 intensity scores.
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The classification of firm-level digital intensity scores, DIm, into groups is car-
ried out using a classification function g(x), where Qr is the quantile of reference 
sector-level digital intensity scores for probability r. The cut-off values between the 
groups are calculated from the reference data rather than from the firm-level digital 
intensity scores calculated in Step 4, because there is no guarantee that the sample 
of companies under analysis is representative of the whole economy. Reference da-
ta, on the other hand, is more likely to meet this requirement.

Method validation
Firm-level data

We apply the proposed method to estimate digital intensity scores for two samples 
of companies. Both selected samples include 1000 largest companies (based on mar-
ket capitalization), as of 31st August 2020 and based on country of headquarters:

• US Sample: Companies headquartered in the U.S.
• Non-US Sample: Companies headquartered in Australia, Austria, Denmark, 

Finland, France, Italy, Japan, the Netherlands, Norway, Sweden, and the Unit-
ed Kingdom.

discussed above, we consider that the proposed method strikes the right balance between providing useful granularity and 
acceptable risk of misclassifying companies. 
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We retrieved the firm-level data from Thomson Reuters Eikon database. For each sample, the distribution of company count by 
two-digit NAICS code is presented in Figure 9. We used Eikon Screener App to find unique identifiers (RICs) of publicly listed 
companies based on respective country of headquarters and market capitalization denominated in USD. Furthermore, we excluded 
all ETFs (Exchange Traded Funds) and closed-end funds from the sample. We then used Thomson Reuters MS Excel Add-In to 
retrieve for each company the following items: 

• company name 
• primary industry code (North American Industry Classification, NAICS) 
• primary industry name 
• segment code (NAICS) 
• segment name 
• business total revenue by segment 
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The final step is classification of firm-level revenue-weighted digital intensity scores 
into low, medium, and high digital intensity groups. This step is important because 
of two reasons. First, since the proposed method disaggregates sector level general-
izations to firm level, it is an imperative to recognize that the assigned firm-level dig-
ital intensity scores cannot be considered as precise figures. Calvino and colleagues 
[6] report high level of within-sector heterogeneity for many of the digital intensi-
ty indicators they consider. Furthermore, they highlight that there can be many al-
ternative ways to aggregate digital intensity indicators into a “global” indicator. This 
methodological ambiguity reflects the complexity of the underlying phenomenon. 
Given that digitalization itself is multifaceted, complex, and evolving we do not ex-
pect that a single method can fully capture that phenomenon. Second, the proposed 
method is intended for use with both ordinal and ratio sector-level digital intensi-
ty score scales. The lower information content in ordinal scales creates the require-
ment for simplification of the final method outputs. Overall, given the two reasons 
discussed above, we consider that the proposed method strikes the right balance be-
tween providing useful granularity and acceptable risk of misclassifying companies.
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We retrieved the firm-level data from Thomson Reuters Eikon database. For each 
sample, the distribution of company count by two-digit NAICS code is presented in 
Figure 9. We used Eikon Screener App to find unique identifiers (RICs) of publicly 
listed companies based on respective country of headquarters and market capital-
ization denominated in USD. Furthermore, we excluded all ETFs (Exchange Traded 
Funds) and closed-end funds from the sample. We then used Thomson Reuters MS 
Excel Add-In to retrieve for each company the following items:

• company name
• primary industry code (North American Industry Classification, NAICS)
• primary industry name
• segment code (NAICS)
• segment name
• business total revenue by segment

The samples of companies used in this section were selected for illustrative pur-
poses only. The use of the method is not restricted to countries included in this anal-
ysis nor to large companies only. As discussed in the Input data section of this pa-
per, it is the choice of the reference data that determines suitability of the proposed 
method for the specific sample of companies under investigation. We discuss refer-
ence data used in this analysis in the following section.

Figure 8 Count of companies by sector 
 (based on first two digits of primary NAICS code)
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Reference data

Analysis of our samples required two types of reference data, which were concordance 
tables and sector-level digital intensity scores. Since industry codes available in the 
firm-level data (NAICS codes) and sector-level data (ISIC codes) were expressed 
using different classification systems, we needed to employ concordance tables to 
translate between them. We relied on concordance tables mapping NAICS codes to 
ISIC codes available from U.S. Census Bureau [16]. Furthermore, since some NAICS 
codes were expressed using revisions of NAICS classification other than the latest, 
2017 revision, in some cases we needed to map these older NAICS to more recent 
revisions of NAICS. This mapping was also done using concordance tables available 
from the same source. Sector-level digital intensity scores are discussed in more de-
tail in the remainder of this section.

The 12 countries, which are covered by the sample, were selected, because they 
are included in the OECD taxonomy of digital intensive industries [6], which is the 
source of our reference data covering sector-level digital intensity scores. We consid-
er that this reference data is a good example of input that is suitable for the proposed 
method. In case of OECD taxonomy, digitalization is considered through multiple 
indicators, thus capturing numerous facets of this complex phenomenon. Other al-
ternative sector-level digital intensity scores, such as those calculated by Brynjolfs-
son and colleagues [11], could be used as well, although alignment of the selected 
samples and the reference data would not be as good due to differences in geograph-
ic coverage. Users of the proposed method must decide which reference data for sec-
tor-level digital intensity is suitable for their research question and design.

Despite the fact that Calvino and colleagues [6] do not report sector-level digital 
intensity scores directly in their paper, we can replicate their ultimate “global” taxono-
my results for all, but one sector, thus achieve 97.22% agreement between our results. 
Based on our calculation of “global” sector-level digital intensity scores “Transport 
equipment” sector falls into one digital intensity group lower than what is presented 
in the results of Calvino and colleagues [6]. We attribute the difference in our repli-
cation results to the fact that our classification of sectors into groups of “global” in-
dicator for digital intensity relies on indicator-level digital intensity scores aggregated 
across countries and years (this data is openly available from OECD via a StatLink dx.
doi.org/10.1787/888933617434). Thus, variability on country- or year-level could lead 
to different classification of “Transport equipment” sector. Nevertheless, we consider 
that the high degree of alignment between our results is sufficient to rely on our esti-
mation of sector-level digital intensity scores in the reminder of the analysis. The sec-
tor-level digital intensity scores used in this analysis are presented in Table 1 and are 
also available for download from the supplementary materials available with this article.

These sector-level digital intensity scores are used in the analysis as a reference 
look-up table for assigning digital intensity scores to company-level streams of reve-
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Table 1 Reference data for sector-level digital intensity scores

Sector ISIC code (rev. 4) Digital Intensity Score*

Agriculture, forestry, fishing 01–03 0,0463
Mining and quarrying 05–09 0,2361
Food products, beverages and tobacco 10–12 0,3254
Textiles, wearing apparel, leather 13–15 0,4246
Wood and paper products, and printing 16–18 0,4563

Coke and refined petroleum products 19 0,3532
Chemicals and chemical products 20 0,4087
Pharmaceutical products 21 0,3651
Rubber and plastics products 22–23 0,4365
Basic metals and fabricated metal products 24–25 0,3690

Computer, electronic and optical products 26 0,5648
Electrical equipment 27 0,5185
Machinery and equipment n.e.c. 28 0,5324
Transport equipment 29–30 0,6157
Furniture; other manufacturing; repairs of computers 31–33 0,5754

Electricity, gas, steam and air cond. 35 0,3016
Water supply; sewerage, waste management 36–39 0,3016
Construction 41–43 0,2698
Wholesale and retail trade, repair 45–47 0,5926
Transportation and storage 49–53 0,3194

Accommodation and food service activities 55–56 0,2870
Publishing, audiovisual and broadcasting 58–60 0,6157
Telecommunications 61 0,8796
IT and other information services 62–63 0,8241
Finance and insurance 64–66 0,8222

Real estate 68 0,0741
Legal and accounting activities, etc. 69–71 0,6620
Scientific research and development 72 0,6204
Advertising and market research; other business services 73–75 0,6806
Administrative and support service activities 77–82 0,6528

Public administration and defence 84 0,5333
Education 85 0,3944
Human health activities 86 0,4333
Residential care and social work activities 87–88 0,4111
Arts, entertainment and recreation 90–93 0,4889
Other service activities 94–96 0,6167

* These scores were estimated following the methodology developed by Calvino and colleagues [6] and using data available from OECD 
via a StatLink dx.doi.org/10.1787/888933617434. The scores themselves do not have direct interpretation other than providing ranking of 
sectors in terms of their digital intensity.



41Article 1 – Estimating Firm Digitalization

nue coming from activity in different sectors. Once revenue-weighted digital inten-
sity scores are calculated for each company, we use again the reference look-up ta-
ble to compare these scores against cut-off points between low, medium and high 
digital intensity sectors. These cut-off points are quantiles in the reference look-up 
table digital intensity scores corresponding to 1/3 and 2/3 probabilities. Thus, given 
our reference data, firms with revenue-weighted digital intensity score below 0.386 
are classified as low digital intensity, those with scores above 0.568 are classified as 
high digital intensity, and those in between are medium digital intensity.

Efficiency of the method

Using the input data and following the proposed method (steps 1–5) yields a clas-
sification of firm-level digital intensity into three groups as presented in Figure 9.

In the absence of any other information, the input data was enough to estimate 
digital intensity for the sample companies on a firm-level, thus demonstrating the 
efficiency of the proposed method, given suitable sector-level reference data is avail-
able. Relatively low data requirement and accessibility of the required data make the 
proposed method practically feasible for use. Such data efficiency is the primary ad-
vantage of the proposed method, which despite the lack of more detailed data on 
company digitalization can be used in a wide range of research work.

Public administration and defence 84 0.5333 
Education 85 0.3944 
Human health activities 86 0.4333 
Residential care and social work activities 87 – 88 0.4111 
Arts, entertainment and recreation 90 – 93 0.4889 
Other service activities 94 – 96 0.6167 
 

* These scores were estimated following the methodology developed by Calvino and colleagues 
[6] and using data available from OECD via a StatLink dx.doi.org/10.1787/888933617434. The 
scores themselves do not have direct interpretation other than providing ranking of sectors in 
terms of their digital intensity.  
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Figure 9. Visual representation of method output for the two data samples.

Figure 9 Visual representation of method output for the two data samples
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low data requirement and accessibility of the required data make the proposed method practically feasible for use. Such data 
efficiency is the primary advantage of the proposed method, which despite the lack of more detailed data on company digitalization 
can be used in a wide range of research work. 
 
Another aspect of the proposed method is procedural clarity, which leads to higher replicability and comparability in the studies 
investigating or utilizing firm-level digitalization measures. Not only should the description of the proposed method provided in this 
paper be used to inform researchers regarding the method steps, but also R code included in the supplementary material should 
provide means for higher replicability. 
 
Finally, given the automation of data processing using R script and separation of the method inputs into firm-level data and 
reference data, this method provides means for research updatability. Once new firm-level data or reference data on sector-level 
digital intensity becomes available, the requirement for resources needed to recalculate and update results is low. 
 

Comparison of firm digital intensity based on primary industry only and segment level industries 
As we noted in the description of Step 1 of the proposed method, primary industry codes can be used to supplement the firm-level 
data in cases where revenue breakdown by business segment is not available for some companies. However, it is important to 
point out that there is a potential trade-off related to inclusion of companies with lacking data on segment revenue. While it is likely 
that researchers applying the proposed method will not have full coverage of firm-level business segment revenue data for their 
samples, we would recommend using the proposed method only in cases where majority of the sample has such data available.  
To demonstrate the difference in the results, which are based on data with full access to business segment revenue and data with 
primary industry codes only, we provide comparative results in this section. 
 
We used the input data consisting of the same two samples as in the previous section as the starting point for this analysis. After 
excluding companies, which did not have revenue breakdown by business segment, were left with 678 and 786 observations for 
US and Non-US samples, respectively. 
 

 
Figure 10. Comparison of method results with and without firm‐level business segment revenue data.

 
Using these restricted samples, we recalculated the results of the proposed method. We refer to these results as “digital intensity 
based on industry weighted by business segment revenue”. Thereafter, we removed business segment revenue information from 
the restricted samples and recalculated the results. Since this second application of the proposed method could not use business 
segment revenue as weights to calculate firm-level digital intensity, only information regarding primary industry of each company 
was used. We refer to these results as “digital intensity based on primary industry”. Comparison of the results from both runs is 
presented in Figure 10. 
 
Table 2. Agreement in classification of companies into digital intensity groups between results with and without firm‐level business segment 
revenue data. 

Sample Non-US US 
Observation count 786 678 
Cohen's kappa 0.731 0.752 
Simple percentage agreement 82.1% 83.8% 

Another aspect of the proposed method is procedural clarity, which leads to high-
er replicability and comparability in the studies investigating or utilizing firm-lev-
el digitalization measures. Not only should the description of the proposed meth-
od provided in this paper be used to inform researchers regarding the method steps, 
but also R code included in the supplementary material should provide means for 
higher replicability.

Finally, given the automation of data processing using R script and separation 
of the method inputs into firm-level data and reference data, this method provides 
means for research updatability. Once new firm-level data or reference data on sec-
tor-level digital intensity becomes available, the requirement for resources needed 
to recalculate and update results is low.

Comparison of firm digital intensity based on primary industry 
only and segment level industries

As we noted in the description of Step 1 of the proposed method, primary industry 
codes can be used to supplement the firm-level data in cases where revenue break-
down by business segment is not available for some companies. However, it is im-
portant to point out that there is a potential trade-off related to inclusion of compa-
nies with lacking data on segment revenue. While it is likely that researchers applying 
the proposed method will not have full coverage of firm-level business segment rev-
enue data for their samples, we would recommend using the proposed method on-
ly in cases where majority of the sample has such data available. To demonstrate the 
difference in the results, which are based on data with full access to business seg-

Figure 10 Comparison of method results with and without firm-level business 
 segment revenue data
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ment revenue and data with primary industry codes only, we provide comparative 
results in this section.

We used the input data consisting of the same two samples as in the previous sec-
tion as the starting point for this analysis. After excluding companies, which did not 
have revenue breakdown by business segment, were left with 678 and 786 observa-
tions for US and Non-US samples, respectively.

Using these restricted samples, we recalculated the results of the proposed meth-
od. We refer to these results as “digital intensity based on industry weighted by 
business segment revenue”. Thereafter, we removed business segment revenue in-
formation from the restricted samples and recalculated the results. Since this sec-
ond application of the proposed method could not use business segment revenue as 
weights to calculate firm-level digital intensity, only information regarding prima-
ry industry of each company was used. We refer to these results as “digital intensi-
ty based on primary industry”. Comparison of the results from both runs is present-
ed in Figure 10.

There is an overall alignment between the results from each calculation run, as 
presented in Table 2. Cohen’s kappa for both samples is relatively high, thus indi-
cating agreement between the two approaches. However, this result is expected, as 
the null hypothesis for Cohen’s kappa is random grouping of the observations. In 
our case, we are more interested to detect if there is difference between the two ap-
proaches in terms of groupings. While simple percentage agreement is above 80% 
for both samples, the permutation test rejects, at 5% significance level, the hypoth-
esis that the agreement is 100%. Thus, we conclude that there is higher information 
content in the approach relying on business segment revenue figures and the result-
ing revenue-weighted digital intensity scores. Our recommendation is to use to the 
extent possible firm-level data with information on revenue per industry or busi-
ness segment. In our view, this is a superior approach to one relying solely on pri-
mary industry codes.

Table 2 Agreement in classification of companies into digital intensity groups 
 between results with and without firm-level business segment 
 revenue data

Sample Non-US US

Observation count 786 678
Cohen’s kappa 0.731 0.752
Simple percentage agreement 82.1% 83.8%
 (79.3%, 84.7%)* (81.0%, 86.4%)*

* Values in parenthesis show estimated confidence interval for a = 5% using permutation test with 5000 bootstraps.
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Conclusion and limitations
Overall, the proposed method exhibits the key intended property, which is efficient 
estimation of firm-level digital intensity, while utilizing data that is readily available 
for large samples of companies. By leveraging information on the level of business 
activity of companies in different industries and sectors the proposed method allows 
scholars to tap into results from previous research on digital intensity of sectors. The 
results from validation of the method against two samples of companies with 1000 
observations each reveal that classification of firms into low, medium and high dig-
ital intensity groups is significantly different from alternative classification, where 
only information on firm primary industry is used. Thus, we conclude that the pro-
posed method using revenue-weighted digital intensity scores produces superior es-
timates of firm digital intensity.

Since the proposed method relies on sector-level reference data on digitalization, 
its results can be only as good as the quality of the reference data. While this pres-
ents a limitation, it provides also a benefit in the form of updatability of the research 
results. Simply swapping the reference data to a different or newer version, with no 
further alternations in the estimation procedure, generates potentially more appro-
priate or more up-to-date results. This means that the proposed method is flexible in 
the sense that researchers can choose reference data to match the geography, time-
frame and other parameters of their firm-level data. Furthermore, even if firm-level 
data on digitalization is available to some extent, for example covering only certain 
aspects of digitalization, the proposed method can be used to augment or supplement 
the data, thus potentially providing better operationalization of firm digitalization.

Finally, the proposed method is intended to increase transparency and replicabil-
ity of research on digitalization. The supplementary material included with this pa-
per comprises of not only input data used in the method validation section, but al-
so source code (in R language), which allows for exact reproduction of the results. 
Thanks to the source code and relative availability of input data, which is suitable for 
the proposed method, large samples of companies can be classified into digital inten-
sity groups in a manner, which is transparent to the research community.

The proposed method can also be further developed to incorporate other mea-
sures of firm engagement in different sectors. For example, apart from relying on rev-
enue as an indicator of sector engagement, sourcing relationships could also provide 
useful input to the method. Analysis of sourcing relationships allow for derivation of 
value-add distribution across supply chain [18]–[20]we perform grass-roots inves-
tigative work to uncover the geography of the value added for a Nokia N95 smart-
phone circa 2007. The phone was assembled in Finland and China. When the device 
was assembled and sold in Europe, the value-added share of Europe (EU-27 and thus 
could provide an up-stream perspective on digitalization.
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Supplementary material:

• R code
• Report generated from R, where all the calculation steps and outputs are vis-

ible
• Sample data:
 – Revenue breakdown by business segment for 2000 sample companies, pri- 

 mary and business segment industry codes
 – Reference data with sector level digital intensity scores and taxonomy
 – Concordance tables mapping different industry classification systems and  

 evisions to each other
 – Sector-level digital intensity scores calculated based on OECD data avail- 

 able from dx.doi.org/10.1787/888933617434



46 The Fifth Wave – BRIE-ETLA Collection of Articles

References
[1] E. Henriette, M. Feki, and I. Boughzala, “The Shape of Digital Transformation: 

A Systematic Literature Review,” 2015.
[2] J. Reis, M. Amorim, N. Melão, and P. Matos, “Digital transformation: a liter-

ature review and guidelines for future research,” in World conference on infor-
mation systems and technologies, 2018, pp. 411–421.

[3] R. Morakanyane, A. A. Grace, and P. O’Reilly, “Conceptualizing Digital Trans-
formation in Business Organizations: A Systematic Review of Literature.,” in 
Bled eConference, 2017, p. 21.

[4] D. Pilat and F. Lee, “Productivity Growth in ICT-producing and ICT-using In-
dustries: A Source of Growth Differentials in the OECD?,” 2001.

[5] A. Colecchia and P. Schreyer, “ICT investment and economic growth in the 
1990s: is the United States a unique case?: a comparative study of nine OECD 
countries,” Rev. Econ. Dyn., vol. 5, no. 2, pp. 408–442, 2002.

[6] F. Calvino, C. Criscuolo, L. Marcolin, and M. Squicciarini, “A taxonomy of dig-
ital intensive sectors,” 2018, [Online]. Available: https://www.oecd-ilibrary.
org/docserver/f404736a-en.pdf.

[7] W. Dauth, S. Findeisen, J. Südekum, and N. Woessner, “German robots-the 
impact of industrial robots on workers,” 2017.

[8] D. Acemoğlu and P. Restrepo, “The race between machines and humans: Im-
plications for growth, factor shares and jobs,” Retrieved, vol. 6, p. 2019, 2016.

[9] G. Gallipoli and C. Makridis, “Sectoral Digital Intensity and GDP Growth Af-
ter a Large Employment Shock: A Simple Extrapolation Exercise,” SSRN Elec-
tron. J., 2020, doi: 10.2139/ssrn.3660598.

[10] P. J. DiMaggio and W. W. Powell, “The iron cage revisited: Institutional iso-
morphism and collective rationality in organizational fields,” Am. Sociol. Rev., 
pp. 147–160, 1983.

[11] E. Brynjolfsson, A. McAfee, M. Sorell, and F. Zhu, “Scale without mass: busi-
ness process replication and industry dynamics,” Harv. Bus. Sch. Technol. Oper. 
Mgt Unit Res. Pap., no. 07–016, 2008, [Online]. Available: https://papers.ssrn.
com/sol3/papers.cfm?abstract_id=980568&mod=article_inline.

[12] R. G. Fichman, “The diffusion and assimilation of information technology in-
novations,” Fram. Domains IT Manag. Proj. Future Past, vol. 105127, pp. 105–
128, 2000.

[13] T. Greenhalgh, G. Robert, P. Bate, F. Macfarlane, and O. Kyriakidou, Diffusion 
of innovations in health service organisations: a systematic literature review. John 
Wiley & Sons, 2008.

[14] S. A. Rhoades, “The herfindahl-hirschman index,” Fed Res Bull, vol. 79, p. 188, 
1993.



47Article 1 – Estimating Firm Digitalization

[15] H. Gatignon and T. S. Robertson, “Technology diffusion: an empirical test of 
competitive effects,” J. Mark., vol. 53, no. 1, pp. 35–49, 1989.

[16] C. D. B. US Census Bureau, “North American Industry Classification System 
(NAICS), Concordances - US Census Bureau.” https://www.census.gov/eos/
www/naics/concordances/concordances.html (accessed Jun. 05, 2020).

[17] “Europa - RAMON - Correspondence Tables List.” https://ec.europa.eu/eurostat/
ramon/relations/index.cfm?TargetUrl=LST_REL&StrLanguageCode=EN&Int-
CurrentPage=11 (accessed Jun. 05, 2020).

[18] J. Ali-Yrkkö, P. Rouvinen, T. Seppälä, and P. Ylä-Anttila, “Who Captures Value 
in Global Supply Chains? Case Nokia N95 Smartphone,” J. Ind. Compet. Trade, 
vol. 11, no. 3, pp. 263–278, Sep. 2011, doi: 10.1007/s10842-011-0107-4.

[19] T. Seppälä, M. Kenney, and J. Ali-Yrkkö, “Global supply chains and transfer 
pricing: Insights from a case study,” Supply Chain Manag. Int. J., vol. 19, no. 4, 
pp. 445–454, Jan. 2014, doi: 10.1108/SCM-01-2014-0049.

[20] M. M. Larsen, T. Seppälä, and J. Ali-Yrkkö, “The changing geography and owner-
ship of value creation: evidence from mobile telecommunications,” Ind. Innov., 
vol. 25, no. 7, pp. 675–698, Aug. 2018, doi: 10.1080/13662716.2017.1329086.





ARTICLE 2

AI Diffusion Monitoring among 
S&P500 Companies:
Empirical Results and Methodological 
Advancements

Tomasz Muchaa 
Timo Seppäläa, b

Affiliations:
a Aalto University, Finland
b ETLA Economic Research, Finland

Original publication:
Mucha Tomasz and Seppala Timo, “AI Diffusion Monitoring among S&P500 Companies:
Empirical Results and Methodological Advancements” (2022). DIGIT 2022 Proceedings. 13.



50 The Fifth Wave – BRIE-ETLA Collection of Articles

Abstract
With the increasing pace of digital technology innovation and commercialization, 
monitoring commercial diffusion of technologies becomes more important for orga-
nizations. Technology monitoring is fundamental to R&D planning, technology man-
agement, and strategic decision-making. Despite its importance, monitoring the diffu-
sion of technologies at the commercial lifecycle stage relies on crude methods, such 
as “snapshot-in-time” surveys and keyword counts. These approaches are in stark 
contrast to novel and rapidly advancing methods for monitoring technologies at the 
precommercial lifecycle stages, such as fundamental scientific research and applied 
R&D. We address this imbalance by proposing a specialized method for monitoring 
the commercial diffusion of technology. The method recognizes phases in technolo-
gy adoption by organizations and captures the temporal progression of the diffusion 
process. One of the central elements of the proposed method is the classification of 
text, which relies on qualitative content coding. Our approach to coding leverages 
the insights from innovation diffusion research and is sensitized specifically to de-
tect phases in technology adoption by organizations. The approach is illustrated with 
the case of artificial intelligence (AI) diffusion among S&P 500 companies during the 
2004–2019 period. Our first contribution is a new method for monitoring the com-
mercial diffusion of technologies. It provides transparent, replicable, updatable, and 
granular results, which can complement survey-based technology monitoring. The 
second contribution is empirical evaluation of AI diffusion in the context of leading 
firms in North America.

Keywords
Technology diffusion, Technology adoption, Technology strategy, Artificial intelli-
gence (AI), Machine learning (ML)
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Introduction
Technology adoption is a fundamental driver of productivity and competitiveness 
for firms and nations (Brynjolfsson et al. 2018; Hall 2004). Hence, technology mon-
itoring underlies the generation of strategic foresight regarding changes impacting 
businesses, economies, and societies (Roper et al. 2011, secs. 1 and 4.2). Therefore, 
monitoring technologies throughout their lifecycles is highly relevant to both research 
and practice. The method with the longest track record and commonly used today 
is survey-based research (Roper et al. 2011, pp. 100–103). Survey-based research is 
particularly prevalent in studies concerned with technologies entering commercial-
ization and later stages in the technology lifecycle. Scholars and practitioners tasked 
with technology monitoring rely on surveys (for example, see: Balakrishnan et al. 
2020; Magoulas and Swoyer 2020; Montagnier and Ek 2021; Oliveira et al. 2019; Zo-
las et al. 2020). Another group of technology monitoring methods, sometimes re-
ferred to as “tech mining” (Porter and Cunningham 2004), emerged from the con-
tent analysis (Roper et al. 2011, p. 106) and is currently under active development 
(Cunningham and Kwakkel 2016), particularly for monitoring precommercial-stage 
technologies. These novel approaches provide an increasing range of insights and in-
form R&D and technology planning related to precommercial-stage technologies.

Despite the contribution of these methods, limitations prevail in monitoring the 
commercial diffusion of technologies. First, since significant hurdles separate tech-
nological inventions and applied R&D from commercialization (Roper et al. 2011, 
p. 8), methods focused on early stages of the technology lifecycle, such as patent 
analysis, are not sufficient to understand the subsequent commercial diffusion of 
technology. Second, methods focused on later stages in the technology lifecycle also 
face limitations (Rogers 1983, p. 117). Thus, the development of monitoring meth-
ods suitable for commercial-stage technologies, which are longitudinal and recog-
nize the complexity of the technology adoption process by organizations, has been 
missing. Therefore, we propose a method specifically designed to recognize phases 
in technology adoption by organizations and capture the diffusion process over time. 
The proposed method leverages the qualitative content analysis approach. Our ap-
proach to coding is sensitized to studying the organizational adoption of technol-
ogies. It builds on insights from innovation diffusion research concerned with the 
process of technology adoption within organizations (Cooper and Zmud 1990; Green-
halgh et al. 2008, sec. 5.3; Meyer and Goes 1988; Rogers 2010). The method is illus-
trated with the case of artificial intelligence (AI) diffusion among S&P 500 compa-
nies during the January 2004–May 2019 period. AI is a “frontier of computational 
advancements that references human intelligence in addressing ever more complex 
decision-making problems” (Berente et al. 2021, p. 1435). Top executives interna-
tionally recognize AI as having the potential to significantly impact the strategic po-
sition of their organizations and the competitive dynamics of industries (Ransboth-
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am et al. 2020). Therefore, business leaders, scholars, and policy-makers are keen 
to monitor the commercial diffusion of AI.

This study brings several contributions. First, our method addresses the issue of 
technology monitoring for technologies in the latter part of their lifecycle, namely, 
those entering into commercialization or later stages. Second, the proposed meth-
od is versatile in terms of its applicability to a wide range of technologies. This ver-
satility stems from its reliance on qualitative content analysis, which is not limit-
ed to any specific type of text or document, and its sensitization to broadly defined 
phases of technology adoption. Next, practitioners can readily adopt the proposed 
method into use and complement their existing technology monitoring approaches. 
Their projects will benefit from transparent, replicable, updatable, and granular re-
sults generated by our method. Thus, the proposed method presents a valuable ad-
dition to a survey-based approach to monitoring the commercial diffusion of tech-
nology. Finally, given that the proposed method follows a structured procedure for 
content coding, it may serve in the future as a foundation for an automated technol-
ogy monitoring algorithm.

Theoretical background

Our approach draws on the existing research on technology monitoring and innova-
tion diffusion. Therefore, in this section, we provide a brief overview of the relevant 
theory and methods from these two partially overlapping streams of literature. We 
separately identify the development of methods for monitoring the precommercial 
and commercial diffusion of technologies in both streams of literature. Technology 
monitoring is the process of observing and keeping up with developments in a spe-
cific technology (Roper et al. 2011, p. 72). It is widely used and provides essential 
inputs for both business and policy decision-makers and, thus, contributes to R&D 
management, technology management, and corporate and national strategies (Burgel-
man et al. 2004, pp. 8–9; Chen and Small 1994; Porter and Detampel 1995; Teichert 
and Mittermayer 2002). In this paper, we limit the scope of technology monitoring 
to include past developments.

Monitoring precommercial diffusion of technology

Companies cannot use precommercial-stage technologies in their daily operations 
but might engage with these technologies through, for example, R&D work. Never-
theless, understanding the development paths for precommercial technologies might 
be strategically important (Teichert and Mittermayer 2002). Since technological 
progress at the precommercial stage manifests itself, at least partially, in scientific 
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publications and patents (Porter and Cunningham 2004, p. 7), technology monitor-
ing primarily leverages these documents (Martino 2003; Roper et al. 2011, pp. 81–
82). It is often referred to as “tech mining” (Porter and Cunningham 2004, sec. 2.3; 
Roper et al. 2011, sec. 5.2). Porter and Cunningham (2004, p. 19) define tech min-
ing as “the application of text mining tools to science and technology information, 
informed by understanding of technological innovation processes.” Particularly in 
the area of patent analysis, there have been many recent advances, such as analysis 
of innovation topics (Choi et al. 2018); identification of interindustry technologies 
(Fredström et al. 2021); and screening ideas in the early stages of technology devel-
opment (Hong et al. 2021).

Despite these advances, monitoring the precommercial diffusion of technology is 
insufficient to understand the subsequent commercial diffusion. First, not all inven-
tions “find a viable commercial application” (Grant 2016, p. 243). Next, there is a 
significant time lag between making an invention and its commercialization (Roper 
et al. 2011, sec. 1.2), which results from an innovation needing to overcome, in ma-
ny cases, significant difficulties before the adopters take it into use (Rogers 2010, p. 
1). Consequently, the methods for monitoring commercial diffusion of technology 
present a distinct area of research and practice.

Monitoring commercial diffusion of technology

Monitoring the commercial diffusion of technology develops an understanding of the 
extent to which the target population of adopters has taken a focal technology into 
use. It presents a unique set of challenges. Unlike in the case of precommercial dif-
fusion, there are no commonly used and standardized publications to measure pro-
gression. Instead, technologies diffusing in a target market spread through various 
channels, such as industry conferences, press, word-of-mouth, business intelligence, 
and many more (Rogers 2010, pp. 18–20). Consequently, many types of actors en-
gage in monitoring the commercial diffusion of various technologies. They include 
national statistical offices, not-for-profit organizations, and other service providers, 
such as market research firms and consulting companies.

There are two main categories of methods used in monitoring the commercial 
diffusion of technology: (1) survey research and (2) analysis of various types of 
content. We provide a brief background on the two categories and discuss their lim-
itations. The use of surveys to collect data for research and analysis of commercial 
diffusion of technology has been and continues to be very prominent. A seminal 
study of hybrid corn diffusion in Iowa (Ryan and Gross 1943), which relied on in-
terview-based surveys, formed the foundation of the diffusion research paradigm in 
the 1940s (Valente and Rogers 1995). Given the successful expansion of diffusion 
research in the following decades beyond the discipline of rural sociology (Rogers 



54 The Fifth Wave – BRIE-ETLA Collection of Articles

2010), the previously established methodological approach continued to thrive and 
evolve. Recent studies investigating the diffusion of digital technologies continue to 
rely on surveys as a source of data (Oliveira et al. 2014, 2019). National statistical 
offices also use this approach to gauge the commercial diffusion of technology. A re-
cent publication of U.S. enterprise technology adoption by the U.S. Census Bureau 
is a good illustration (Zolas et al. 2020). Additionally, major consulting companies 
and other organizations publishing insights on technology diffusion continue to rely 
on surveys, (for example, see: Balakrishnan et al. 2020; Magoulas and Swoyer 2020; 
Ransbotham et al. 2020). Despite this long lineage, survey research faces many lim-
itations for providing insights into technology monitoring. Rogers (2010, pp. 126–
130) highlights some of the criticism of survey-based methods. One of the limitations 
of surveys, which he points out, is providing a “snapshot-in-time” perspective rather 
than a “moving pictures” perspective. This low temporal granularity is a drawback, 
especially for rapidly advancing and diffusing technologies. Even remedying this by 
running surveys at multiple points in time introduces new challenges – distortion of 
the perception of innovation by the respondents (Rogers 1983, p. 117) and aggra-
vation of nonresponse bias (Roper et al. 2011, p. 103). In addition, survey research 
in technology monitoring can suffer from long time lags, problems with definitions 
of technical terminology, and in the case of commercially run studies, limited trans-
parency regarding specific methods and sampling (Montagnier and Ek 2021). Con-
sequently, survey-based methods alone are not sufficient for monitoring the com-
mercial diffusion of technology.

The second category of methods used in monitoring commercial diffusion of tech-
nology originates from content analysis. A study of the diffusion of multidivisional 
administrative structure among large industrial firms (Teece 1980) relied on qual-
itative content analysis. Teece analyzed, among others, annual reports, 10-K forms 
filed with the Securities and Exchange Commission, prospectuses, business period-
ical articles, recruiting literature, and publicly available texts of speeches by corpo-
rate officials. The resulting classification of organizational forms did not allow for 
multiple phases in innovation adoption but rather was binary in nature (Armour and 
Teece 1978). Similarly, a more recent analysis (Daniel Zhang et al. 2021, p. 106) dis-
regarded phases in technology adoption by employing counts of technology-relat-
ed keywords in executive presentations as an indicator of technology diffusion. Two 
other studies (Mikova and Sokolova 2019; Segev et al. 2015) analyzing the commer-
cial diffusion of technology and employing content analysis also faced limitations, 
which resulted from the lack of control over the sample of companies included in 
the data analysis. Overall, we conclude that the current state of methods for moni-
toring the commercial diffusion of technology has been insufficient and stagnant. It 
is possible to address this gap by drawing on insights from innovation diffusion re-
search on the process of technology adoption in firms (Greenhalgh et al. 2008, sec. 
5.3; Rogers 2010, pp. 126–130).
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Proposed method
Our proposed approach to monitoring commercial diffusion of technology consists 
of four steps (Figure 1): (1) scoping and situating technology diffusion monitoring 
project, (2) sampling and content retrieval, (3) analyzing and classifying content, 
and (4) presenting, exploring, and exploiting the results. We describe these steps in 
greater detail in the following subsections.

Step 1: Scoping and situating technology diffusion monitoring 
project

The first task of researchers employing the proposed method is to define the scope 
of the monitoring project by identifying categories, names, or keywords representing 
the target technology. These keywords guide the content search and retrieval (in step 
2). The terminology for describing and referring to (early) commercial-stage tech-
nologies is either established or emerging (Santos and Eisenhardt 2009). The trade-
off between specificity and breadth of these keywords drives the scope of the moni-
toring project. For example, some keywords might represent a broader technological 
trajectory or frontier, such as “solar energy.” Others might encompass only a nar-
rower set of technologies, such as “tower concentrating solar plants.” Furthermore, 
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also faced limitations, which resulted from the lack of control over the sample of companies included in the 
data analysis. Overall, we conclude that the current state of methods for monitoring the commercial 
diffusion of technology has been insufficient and stagnant. It is possible to address this gap by drawing on 
insights from innovation diffusion research on the process of technology adoption in firms (Greenhalgh et 
al. 2008, sec. 5.3; Rogers 2010, pp. 126–130). 

Proposed method 

Our proposed approach to monitoring 
commercial diffusion of technology 
consists of four steps (Figure 1): (1) 
scoping and situating technology 
diffusion monitoring project, (2) 
sampling and content retrieval, (3) 
analyzing and classifying content, and 
(4) presenting, exploring, and 
exploiting the results. We describe 
these steps in greater detail in the 
following subsections. 

Step 1: Scoping and situating 
technology diffusion 
monitoring project 

The first task of researchers employing 
the proposed method is to define the scope of the monitoring project by identifying categories, names, or 
keywords representing the target technology. These keywords guide the content search and retrieval (in 
step 2). The terminology for describing and referring to (early) commercial-stage technologies is either 
established or emerging (Santos and Eisenhardt 2009). The trade-off between specificity and breadth of 
these keywords drives the scope of the monitoring project. For example, some keywords might represent a 
broader technological trajectory or frontier, such as “solar energy.” Others might encompass only a 
narrower set of technologies, such as “tower concentrating solar plants.” Furthermore, the level of project 
scoping difficulty might depend on the familiarity of the research team employing the proposed method 

Figure 1.Overview of steps in the proposed method.

Figure 1 Overview of steps in the proposed method
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the level of project scoping difficulty might depend on the familiarity of the research 
team employing the proposed method with the target technology. If researchers are 
unfamiliar with the focal technology, they should first conduct a broader explorato-
ry analysis (Roper et al. 2011, pp. 76–77).

Situating the technology diffusion monitoring project involves the identification 
of earlier findings on technology diffusion, which have been generated by other re-
searchers or from commercial sources. Such reports and results on commercial dif-
fusion of technology might be available, for example, from trade associations, mar-
ket research firms, consulting firms, national statistical offices, or press. The purpose 
of situating technology diffusion monitoring is twofold. First, it uncovers the level 
of technology diffusion reported by others. These insights enable the comparison of 
the results from other sources against the outputs from our method (in step 4). Sec-
ond, situating the project contextualizes the understanding of the diffusion process 
for the target technology. This understanding includes previously used definitions 
and scope of technology, samples of companies, methods (particularly their short-
comings), and timeframes.

Step 2: Sampling and content retrieval

Once the project scope has been defined and situated within the context of the tar-
get technology, the next step is to narrow it down and focus. This involves the selec-
tion of target companies, as well as a suitable timeframe and text content. This step 
concludes with the search and retrieval of unstructured text content for the analy-
sis in the next step.

The selection of companies included in the monitored sample is vital because 
company size and industry are strongly associated with the rate and level of tech-
nology diffusion (Fichman 2000; Greenhalgh et al. 2008, p. 139; Oliveira and Mar-
tins 2011). Furthermore, the type of companies to be monitored will also determine 
the range of unstructured text sources potentially available for the analysis. Some 
types of content, such as websites or press articles, might be available across a wide 
range of companies, while larger companies might also generate content in the form 
of, for example, press releases, annual reports, or transcripts of executive presenta-
tions. Another aspect of content selection is its alignment between the scope of tech-
nology monitoring and the role of the technology for target companies. For example, 
strategically important technologies for companies in the logistics industry are like-
ly to be discussed by these companies in press releases or annual reports, but less so 
in the same types of content coming from the healthcare industry, where the same 
technologies might still be applicable, but are not as important.

Determination of the relevant timeframe is also an integral part of this step. At 
the initiation of the monitoring project, it is necessary to decide how far back in time 
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to go. Identifying landmark events indicating technology commercialization serves 
that purpose well. For example, an event indicating the commercialization of wind 
turbines is the first installation of a utility-scale wind turbine farm by an energy com-
pany. Alternatively, patent analysis can provide insights into when a focal technolo-
gy begins to enter the commercialization stage (Porter and Cunningham 2004, pp. 
284–285). If, however, the monitoring project is a rerun or update of previous re-
search, only recent information needs to be analyzed.

This step concludes with content search and retrieval. These tasks leverage tech-
nology-related keywords identified in the previous step. The content search involves 
the identification of documents with unstructured text content where there are ref-
erences to the target technology and companies. The execution of the content search 
can either rely on existing commercial and open databases or custom-built approach-
es for content identification and retrieval. Potentially suitable content types include 
annual reports of listed companies, press articles, social media postings, technical 
reports, “gray” literature, company websites, and transcripts of executive presenta-
tions. A more in-depth discussion of the data sources, search, and content retrieval 
goes beyond the scope of this paper. Other authors have covered these topics in the 
past (for example, see Martino 2003; Mikova and Sokolova 2019; Porter and Cun-
ningham 2004, secs. 6–8; Roper et al. 2011, sec. 5.2).

Step 3: Analyzing and classifying content

This step relies on qualitative content coding (Saldaña 2015). In the qualitative con-
tent analysis tradition, a code is “a word or short phrase that symbolically assigns a 
summative, salient, essence-capturing, and/or evocative attribute” to the section of text 
being analyzed (Saldaña 2015, p. 3). In our method, researchers generate the codes. 
This approach to qualitative content coding is in line with the provisional coding meth-
od, which utilizes a researcher-generated and predetermined list of codes used in the 
analysis (Saldaña 2015, pp. 120–123). Thus, the creation of the coding scheme (see 
Appendix 1) must precede the content analysis. The intention behind this scheme is 
to align it with the objective of the commercial technology diffusion monitoring proj-
ect. Hence, the codes represent phases in the commercial adoption of technology by 
the target companies. Past research can provide a starting point for coding scheme 
development. For example, Rogers (2010) proposed a generic model describing the 
process of technology adoption by organizations. Appendix 2 presents a non-exhaus-
tive list of models defining phases in innovation or technology adoption by organiza-
tions. Researchers employing the proposed method should select the initial coding 
scheme based on its suitability in the context of the technology monitoring project.

The analysis comprises four elements: (1) selection of the coding unit; (2) testing 
of the initial coding scheme on a subsample of the content; (3) potential rearrange-
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ment of the scheme and another round of testing; and (4) coding of the entire sam-
ple of available content. The coding or recording unit is the “unit of text to be classi-
fied” (Weber 1990, p. 22). Since the source documents usually link to only a single 
company, it is sufficient to assign a single code to the whole document. However, if 
a single document relates to more than one company, it is necessary to narrow down 
the coding unit to ensure an unambiguous link between codes and individual com-
panies. Furthermore, smaller coding units, such as paragraphs, also facilitate post-
processing and post hoc analysis. For example, technology use case analysis is con-
ducted faster when leveraging paragraph-level rather than document-level coding. 
After the selection of the coding unit, it is possible to test the coding scheme. Since 
the codes are predetermined by the researchers before analyzing the content, “[t]
esting not only reveals ambiguities in the rules but also often leads to insights sug-
gesting revisions of the classification scheme” (Weber 1990, p. 24). We suggest cod-
ing randomly selected documents representing approximately 5%–10% of the over-
all sample to test the coding scheme. Testing should allow researchers to evaluate 
whether the coding scheme granularity level is suitable. Another recommendation 
is to initialize the scheme with a high number of technology adoption phases. Such 
granularity captures finer detail from the content, if available, and thus is more in-
formative. Researchers following this procedure must also consider reliability. There 
are many approaches to ensure the reliability of qualitative content coding, some of 
which involve quantitative measures of reliability, while others restore to consensus 
between raters and group discussions (Saldaña 2015, pp. 27–28). Irrespective of the 
selected method for establishing reliability, the researchers involved in the project 
should transparently report it in their study.

Step 4: Presenting, exploring, and exploiting the results

The results from the previous step need to be further processed to derive insights 
from technology diffusion. After coding the entire sample, the results need to be ag-
gregated on a company and code level because it is likely that a single company will 
be associated with multiple documents and codes. The procedure for aggregation in-
cludes two steps: (1) sorting the documents by the company and by date from old-
est to the most recent; and (2) for each company-code combination, recording the 
earliest date in a table. The resulting table should include company names (in rows) 
and phases of technology adoption included in the coding scheme (in columns). 
The values in the table should show dates when individual companies reached spe-
cific phases of technology adoption. Some of the cells in the resulting table are like-
ly to be blank due to no available information. This procedure assumes that if a sin-
gle company is associated with a given phase of technology adoption on a particular 
date, then it cannot be “degraded” to an earlier phase, even if there is a code repre-
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senting a lower phase of technology adoption assigned to it on a later date. For ex-
ample, researchers may code company A as reaching full-scale technology adoption 
in January of a given year. At the same time, based on another document from De-
cember of the same year, they may assign it a code representing testing of that tech-
nology. In that case, we assume that January is when the company has reached the 
full-scale commercial adoption of that technology. Researchers might still use the 
information about technology testing from December, for instance, in post hoc anal-
ysis (outside of the present method’s scope). However, it does not impact the date 
of commercial adoption of the technology for company A. Thus, each date in the re-
sults table represents the earliest identified record of a given company reaching a 
specific phase of technology adoption.

Case Study: AI diffusion among S&P 500 
companies
To illustrate the proposed method, we take the case of AI diffusion among S&P 500 
companies. AI is not a single technology but rather a technological “frontier of com-
putational advancements that references human intelligence in addressing ever more 
complex decision-making problems” (Berente et al. 2021, p. 1435). Technologies fall-
ing under the current umbrella of AI, most notably machine learning (ML) (Berente 
et al. 2021), have been recognized by executives in charge of firms around the world 
as having the potential to significantly impact the strategic position of their organiza-
tions and the competitive dynamics of industries (Ransbotham et al. 2020). Despite 
the resulting interest in AI, there is still a long way for many companies and indus-
tries to go to successfully implement the technology and have a meaningful impact on 
business results (Benbya et al. 2020). Hence, monitoring the progress of AI adoption 
by companies is a good choice for presenting the proposed method, as this technolo-
gy is currently in the process of commercial diffusion among firms, particularly large 
firms (Benbya et al. 2020). In the remainder of this section, we present the applica-
tion of the proposed method in the case of AI diffusion among S&P 500 companies.

Step 1: Scoping and situating AI diffusion

To align our search keywords with this objective, we selected “artificial intelligence” 
as the first target keyword. Furthermore, we recognized that the meaning of AI has 
been changing over recent decades (Berente et al. 2021). Therefore, we needed to 
limit the project scope to the latest wave of AI diffusion, which we achieved by includ-
ing another broad search term representative of the current wave of AI. That second 
target keyword was “machine learning.” Since we were interested in diffusion across 



60 The Fifth Wave – BRIE-ETLA Collection of Articles

all sectors, we did not want to favor any specific AI use case or application. Thus, we 
decided not to include any narrower keywords. For this method demonstration, we 
considered “artificial intelligence” and “machine learning” sufficient keywords to 
capture AI diffusion among companies.

Situating AI diffusion monitoring also involved the identification of past research 
and other reports on the topic. We investigated three types of sources: (1) academ-
ic research, (2) national statistical offices and other governmental or not-for-prof-
it organizations, and (3) consulting firms and other commercially oriented organi-
zations publishing such findings. We present an overview of key findings from each 
of these sources in the remainder of this subsection. Academic research concerned 
with or related to the diffusion of AI technologies has been expanding rapidly due to 
many new challenges and opportunities presented by AI (Benbya et al. 2021). De-
spite this interest, based on our review of the literature, scholars have largely over-
looked the question of the level of AI diffusion among companies; thus, monitoring 
the commercial diffusion of AI has not been a focus. We have identified only a few 
studies that at least partially attempted to do that. In a study (Lyu and Liu 2021) in-
vestigating keywords related to AI and other technologies in job postings made by en-
ergy firms between 2010 and 2019, AI was the most common technology. It appeared 
in the content of 4%–8% of job postings, depending on the year. Another study (We-
ber and Schütte 2019) investigating AI adoption by ten globally leading retail com-
panies analyzed content from publicly available sources generated by these compa-
nies and the press. The results indicate that eight out of ten companies leveraged AI, 
although there were significant differences in the level of AI infusion into the daily 
business operations of these companies. Finally, an annual AI Index Report (Daniel 
Zhang et al. 2021, p. 106) provides the absolute number of “AI” and “machine learn-
ing” mentions in corporate earnings calls. These numbers (nearly 5,000 and 1,400 
mentions for AI and ML, respectively) can be compared against the historical peak 
of slightly above 5,000 and 2,000 mentions, respectively, and the mention counts for 
other technologies (which had significantly lower counts). In contrast to the limited 
number of studies related to AI diffusion monitoring, research giving insights into the 
determinants and process of AI adoption by individuals and organizations, as well as 
the antecedents and consequences, has been flourishing (van den Broek et al. 2020, 
2021; for example, see: Grønsund and Aanestad 2020; Lebovitz et al. 2021; Lou and 
Wu 2021; Mayer et al. 2020; Reis et al. 2020; Strich et al. 2021; Dan Zhang et al. 2021; 
Zhang et al. 2020). These studies provided rich contextualization for this technolo-
gy monitoring project and can inform exploration and interpretation of the results.

Understanding the diffusion of AI into commercial use by companies has been 
high on the agenda of many national statistical offices, government-related entities, 
and other not-for-profit organizations. The high priority of this topic results from 
the potentially high impact of AI on the economy (Ransbotham et al. 2020). The first 
finding that is prevalent across the results from different countries and institutions 



61Article 2 – AI Diffusion Monitoring among S&P500 Companies

conducting surveys is that the overall level of AI adoption is relatively low, ranging 
between 1% and 20% (Eurostat 2020; Montagnier and Ek 2021; Zolas et al. 2020, p. 
12). Next, large organizations generally have higher adoption rates of AI than small 
and medium enterprises (Eurostat 2020; Montagnier and Ek 2021; Zolas et al. 2020, 
p. 12). There are, however, significant differences between countries. For example, 
the share of large enterprises with over 250 employees that analyze big data inter-
nally using machine learning is 41% for Ireland and less than 5% for countries such 
as Cyprus, Lithuania, Bosnia and Herzegovina (Eurostat 2020). These findings come 
from surveys, which suffer from limitations beyond those we discussed previously. 
For example, different national statistical offices rely on their own definitions of AI, 
thus limiting the comparability of the findings (Montagnier and Ek 2021). Some stud-
ies include multiple technologies in a basket, thus limiting the visibility of AI-only 
diffusion. Notably, some studies in this category employ methodologies other than 
surveys, namely, content analysis of company websites (Mattila et al. 2017) and pat-
ent analysis (Toole et al. 2020).

Finally, management consulting firms and other commercially oriented organi-
zations have been the most active publishers of reports on the state of AI diffusion 
among companies. These reports represent the majority of the volume and variety 
of insights on AI diffusion out of the three types of sources we have identified. Giv-
en the sheer number of publications in this category, we concentrated on a selected 
few, which we considered the most representative, informative, and credible. This 
selectiveness means that we left out many of the reports falling into this category. 
We justify this decision with the significant limitations faced by publications of this 
type (Montagnier and Ek 2021). Frequently, the methods used were not transparent 
or, at least, not replicable. Since some studies sourced survey responses from pro-
prietary contact lists (neither random nor theoretical sampling), which were undis-
closed for commercial and confidentiality reasons, they were not accessible to im-
partial third parties. Thus, such studies were not replicable, even if they provided 
generic sample descriptions. These practices might lead to (un)intentional selection 
bias by targeting, for example, (prospective) customers with survey questionnaires. 
We also excluded from our analysis some reports that intentionally introduced selec-
tion bias by targeting only respondents from firms already engaged in AI activities. 
These reports ignored companies to which AI has not yet diffused. Finally, the com-
mercial interests of the report writers may conflict with their readers’ interests. On 
the positive side, these reports typically went beyond covering the state of AI diffu-
sion and investigated topics such as related challenges faced by organizations, level 
of in-house expertise, numbers, type, budget, and importance of projects related to 
AI, roles, and count of employees involved in AI. Additionally, these reports tended 
to be more up-to-date than the results from academic publications or national sta-
tistical offices, given their publication volume and frequency. Overall, these reports 
provided us with rich insight but required careful consideration of their methods 
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and validity. We found that the level of AI adoption grew steadily from 2017 to 2020, 
with commercial AI adoption reaching 50%–60% of survey respondents or compa-
nies surveyed (Balakrishnan et al. 2020; Bughin et al. 2017; Cam et al. 2019; Chui 
and Malhotra 2018; Lorica and Loukides 2018; Lorica and Nathan 2019; Magoulas 
and Swoyer 2020; Ransbotham et al. 2017, 2018, 2019, 2020). Thus, the process of 
commercial diffusion of AI is still underway as we write this paper.

Step 2: Focusing on S&P 500 companies and the current wave 
of AI commercialization

To further narrow down the scope of the technology monitoring project, we decided 
to concentrate on the largest companies in a single country. We selected the largest 
U.S.-based companies as our target population. Based on the findings from the pre-
vious step, they were among the most advanced users of AI. Furthermore, the choice 
of a single country increased the homogeneity of sample companies and the content 
to be analyzed. These companies share an external environment and present simi-
lar internal institutional characteristics. This setting makes them sufficiently com-
parable to jointly analyze their commercial diffusion pattern for AI. Next, all these 
companies produce content in English, which allowed us to carry out the analysis in 
a single language only. We assumed that companies included in the S&P 500 index 
were representative of the target population.

Selecting the specific timeframe to be used in the analysis was the next task. Since 
AI has been changing the meaning over time, we wanted to exclude earlier waves of AI 
from the timeframe. The technology category representing the earlier wave was “ex-
pert systems” (Berente et al. 2021). We used that keyword and searched in the Sco-
pus database for academic papers mentioning it to identify that wave. The number of 
articles including “expert systems” in the title, abstract, or keywords stabilized after 
approximately year 2000. Next, we identified the timing of several landmark events, 
which coincided with the start of the current commercialization wave of AI. Such 
events include, among others, the use of GPUs (graphics processing units) to train 
artificial neural networks for the first time by Andrew Ng in 2009; IBM Watson win-
ning in Jeopardy in 2011; deep neural network-based algorithm winning the ImageNet 
image classification contest in 2012; and Google’s AlphaGo winning against Lee Sedol 
in the game of Go in 2016 (Chui et al. 2018). We decided to fix the start of the tech-
nology monitoring timeframe to January 2004, which gave five years before the first 
identified landmark event from the current wave of AI and four years after the num-
ber of papers related to “expert systems” stabilized. The end of the monitoring time-
frame coincided with the date we retrieved the data, which was the end of May 2019.

Next, we selected the content for analysis in the technology monitoring project. 
Based on the findings from earlier research and reports covering AI diffusion and 



63Article 2 – AI Diffusion Monitoring among S&P500 Companies

use by companies, we knew that the technologies in our scope were of strategic im-
portance. Thus, we decided to use transcripts of quarterly earnings calls and other 
investor presentations as content for the analysis. All sample companies were pub-
licly listed, which meant that they all produced this type of content. Since investor 
events typically take the form of online conferences, detailed transcripts were avail-
able. Such events are the hallmark of voluntary disclosure (Rogers 2000) and serve 
two primary purposes for firms: informational and relational (Crawford Camiciottoli 
2010). Tasker (1998) found that companies that provide less informative financial 
statements tend to make up for it with increased information content in conference 
calls. Additionally, the information content of the conference calls typically goes be-
yond the financial figures and includes forecasting and discussions on future trends, 
other relevant topics, and an unscripted Q&A session (Crawford Camiciottoli 2010). 
Thus, some investor calls include a discussion on technology development and adop-
tion by companies. This type of content is not without limitations, such as evidence 
that executives engage in promotional rhetoric aimed at instilling investor confi-
dence (Crawford Camiciottoli 2010) and may make deceptive statements (Larcker 
and Zakolyukina 2012). Executives might also not disclose the use of strategically 
important technologies. This secrecy may originate from the fiduciary responsibili-
ties they hold toward the corporations employing them (Tiwari and Ahamed 2018) 
and, in some cases, personal liability. Despite these limitations, some scholars have 
utilized such transcripts as input data for their analysis. For example, Wang and col-
leagues (2020) used transcripts of earnings calls in connection with an ML-based 
personality trait detector to analyze executive personality impact on mergers and ac-
quisition intensity. Teece (1980) used transcripts of speeches by corporate officials, 
in combination with other content, to study the diffusion of administrative innova-
tion among large U.S. firms. Based on these findings, we concluded that transcripts 
of earnings calls and other investor presentations had the potential to be a suitable 
source of unstructured text for this method demonstration.

We retrieved 2,047 investor event transcripts of S&P 500 company executive pre-
sentations from the Thomson Reuters Eikon database. The search query was case in-
sensitive and was “artificial intelligence” or “machine learning”. We included only events 
that took place between January 2004 and May 2019. Furthermore, these events were 
limited to quarterly earnings calls, conferences, financial analyst days, and other in-
vestor events targeting the business and investor community. The transcripts were in 
raw text (unstructured) format and included three metadata fields: event date, RIC 
(company identifier used in the database), and company name. Additionally, we col-
lected from the same source the following data on each sample company and based on 
the latest available full financial year: annual revenue, primary and secondary NAICS 
sector codes and the respective sector names, yearly revenue per sector code (where 
available), and company sector based on the assignment to S&P sector indices. We 
used these additional data (in step 4) for the exploration and validation of the results.
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Step 3: Analysis of transcripts and classification of companies 
into three phases of AI implementation

Before performing the analysis of content, we initialized the coding scheme based on 
past research. Subsequently, we tested it on a subsample of the content and revised 
iteratively until concluding the process with three codes: (1) mentioning AI; (2) pi-
loting AI; and (3) commercial use of AI. Table 1 provides definitions of the codes 
and examples of quotes illustrating the type of statements made by company execu-
tives, which led us to assign these codes. Next, we describe in greater detail the pro-
cedure of the coding scheme development.

We initialized the coding scheme development by considering a well-known 
model of the information technology implementation process (Cooper and Zmud 

Table 1 The final coding scheme used in the analysis of executive presentation 
 transcripts

Code Definition of the code Examples from coded texts

1: 
Mentioning AI
 
 
 
 
 
 
 
2: 
Piloting AI
 
 
 
 
 
 
 
 
 
 
 
3: 
Commercial use of AI

– Reference to specific plans re-
garding AI or ML technology imple-
mentation

– Expression of interest in or inten-
tion to implement the technology in 
the future

– Other general reference to AI or 
ML

– Reference to ongoing tests, trials 
or experiments that involve AI or 
ML technologies

– Any implementation of the tech-
nology that is not yet used in reg-
ular business (not part of product/
offering nor regular business pro-
cess) and no information regarding 
timing of commercial use

– AI or ML related acquisition or 
partnership with no details on de-
gree of commercial use of AI or ML

– Reference to a current commercial 
use of AI or ML technologies (as 
part of customer offering or inter-
nal processes, which are “business 
as usual”)

– Commercial launch or implemen-
tation utilizing AI or ML technol-
ogies in the near future (specific 
details provided)

– “And to the extent that we can get 
machine learning on the volume of 
data that we collect, I think that’s a 
great opportunity for us.”

– “As you would expect, head count 
additions primarily align with our 
priority areas, such as cloud and 
apps and machine learning.”

– “We’re doing a lot of work in our 
labs looking ahead again to the 
next few years in things like […] ar-
tificial intelligence which is moving 
very fast […].”

– “The acquisition that we have now 
[…], a small company but really 
brings some great machine learn-
ing and vision tools […].”

– “[…] machine learning, we are […] 
really prototyping that technology 
internally […]”

– “We’re using software and algo-
rithms to make decisions rather 
than people […], especially as we 
insert machine learning into those 
decisions.”

– “We have had great success using 
[…] machine-learning technologies 
drive those rigs to even higher lev-
els of efficiency.”
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1990) and a classification scheme used in a practitioner-focused study investigating 
business adoption of AI (Ransbotham et al. 2017). The former model includes six 
phases: (1) initiation, (2) adoption, (3) adaptation, (4) acceptance, (5) routiniza-
tion, and (6) infusion, while the latter includes five classes: (1) has not adopted AI 
and has no plans to do so, (2) has not adopted AI but plans to do so in the future, 
(3) has one or more AI pilot projects, (4) AI is incorporated in some processes and 
offerings, and (5) AI is extensively incorporated in processes and offerings. The two 
schemes present a high degree of alignment with each other. Given the focus of the 
latter on AI, we decided to use that scheme as our initial codes, with the addition of 
one code—other nonbusiness-related references to AI—to account for executives re-
ferring to AI or ML in a general sense or without giving sufficient detail on the level 
of commercial adoption. This initial coding scheme had a high degree of granularity 
and, thus, could capture a great degree of nuance in the data, if available.

Since the exclusive focus of our analysis was the identification of AI adoption 
phases by companies, we selected the unit of content analysis to be an individual 
transcript. The code assigned to each analyzed transcript corresponded to the high-
est degree of technology adoption identified within that transcript. This coding unit 
was deemed sufficient to meet the objectives of this method demonstration. Further-
more, this approach allowed us to focus the qualitative analysis only on those parts 
of the transcripts related to AI or ML mentions. This approach meant that for each 
transcript, we first identified all occurrences of relevant keywords and iteratively read 
paragraphs surrounding these keywords to determine sections of text that were rele-
vant for the analysis and provided sufficient context to classify that individual docu-
ment. If more than one section of text included references to AI, we coded the tran-
script with the highest identified level of AI adoption.

Two researchers (the first author and a research assistant knowledgeable about 
business use of information technology) tested the initial coding scheme. We in-
dependently coded 100 randomly selected transcripts, which represented approxi-
mately 5% of our document sample. After cross-checking the results and discussing 
whether the codes captured the relevant information in the transcripts, we conclud-
ed that there was a need to reduce the granularity of the coding scheme; thus, we 
lowered their number to four. After another round of coding, which included an-
other set of 100 randomly selected transcripts, we cross-checked and revised the 
coding scheme again. The final coding scheme emerged, consisting of three codes 
(see Table 3). While the revision of the coding scheme aligned it better with the 
underlying data, this came at the expense of lower granularity, especially in the lat-
ter phases of AI adoption. This reduction in granularity points to potential limita-
tions regarding executive transcripts as the sole content source for comprehensive 
technology diffusion monitoring. Nevertheless, it did not prevent us from demon-
strating the proposed method and generating new insights in this case study of 
AI diffusion.
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After we coded all transcripts independently, we cross-checked the results, and 
any differences in codes were revised and finalized through a consensus decision. 
According to Saldaña (2015, p. 28), this is one of the approaches used in qualitative 
analysis to improve consistency and address the discrepancies between coders. If our 
document sample was much larger, thus making parallel coding and cross-checking 
of the results unfeasible, or if we relied on more coders, we would restore to quan-
titative reliability measures.

Step 4: AI diffusion among S&P 500 companies

By aggregating the results from the previous step, which were on a document lev-
el, we arrived at the final results representing the phases of AI commercial adoption 
by individual S&P 500 companies throughout the monitoring timeframe. A total of 
62.2% of the sample companies were assigned at least one code by the end of the 
study’s timeframe (May 2019). As presented in Figure 2, the cumulative percentages 
of sample companies that reached commercial use of AI, piloted AI, and mentioned 
AI during investor events were 40.6%, 19.8%, and 30%, respectively.

These results are not in line with the expected sequence of technology awareness, 
which is followed by piloting and, later, commercial use. In other words, we expect-
ed the blue curve representing commercial use of AI to be below the two curves and 
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and revised the coding scheme again. The final coding scheme emerged, consisting of three codes (see Table 
3). While the revision of the coding scheme aligned it better with the underlying data, this came at the 
expense of lower granularity, especially in the latter phases of AI adoption. This reduction in granularity 
points to potential limitations regarding executive transcripts as the sole content source for comprehensive 
technology diffusion monitoring. Nevertheless, it did not prevent us from demonstrating the proposed 
method and generating new insights in this case study of AI diffusion. 

After we coded all transcripts independently, we cross-checked the results, and any differences in codes 
were revised and finalized through a consensus decision. According to Saldaña (2015, p. 28), this is one of 
the approaches used in qualitative analysis to improve consistency and address the discrepancies between 
coders. If our document sample was much larger, thus making parallel coding and cross-checking of the 
results unfeasible, or if we relied on more coders, we would restore to quantitative reliability measures. 

Step 4: AI diffusion among 
S&P 500 companies 

By aggregating the results from 
the previous step, which were on a 
document level, we arrived at the 
final results representing the 
phases of AI commercial adoption 
by individual S&P 500 companies 
throughout the monitoring 
timeframe. A total of 62.2% of the 
sample companies were assigned 
at least one code by the end of the 
study’s timeframe (May 2019). As 
presented in Figure 2, the 
cumulative percentages of sample 
companies that reached 
commercial use of AI, piloted AI, 
and mentioned AI during investor 
events were 40.6%, 19.8%, and 
30%, respectively. 

These results are not in line with the expected sequence of technology awareness, which is followed by 
piloting and, later, commercial use. In other words, we expected the blue curve representing commercial 
use of AI to be below the two curves and not above them. Based on these results, more companies reported 
commercial use of AI than those that either piloted AI or mentioned it in general terms during investor 
events. We interpret these findings as evidence of corporate executives being reluctant to build expectations 
by disclosing piloting of AI or referencing AI developments when their company has limited visibility on 
commercial implementation of AI. We conclude that the results understate the actual percentage of 
companies aware of AI or piloting AI. Therefore, in our subsequent discussion we primarily rely on the 
estimates relating to the commercial use of AI. 

Validation of the results 

The researchers and practitioners employing the proposed method could pursue different ways of further 
exploring and exploiting the results presented in the previous section. We use the case study of the 
commercial diffusion of AI among S&P 500 companies to validate the method. We do that by comparing 
our results against survey-based empirical findings and two theory-based hypotheses. In this case study, 
our results are consistent with both empirical findings and theory. 

Comparison with survey-based AI diffusion estimates 

In this subsection, we compare our results on AI diffusion among S&P 500 companies with the results from 
several longitudinal surveys of AI use by companies, which we have identified in step 1 of the procedure. 
We recognize that the empirical results from these surveys are not necessarily directly comparable with our 
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not above them. Based on these results, more companies reported commercial use 
of AI than those that either piloted AI or mentioned it in general terms during in-
vestor events. We interpret these findings as evidence of corporate executives being 
reluctant to build expectations by disclosing piloting of AI or referencing AI devel-
opments when their company has limited visibility on commercial implementation 
of AI. We conclude that the results understate the actual percentage of companies 
aware of AI or piloting AI. Therefore, in our subsequent discussion we primarily re-
ly on the estimates relating to the commercial use of AI.

Validation of the results

The researchers and practitioners employing the proposed method could pursue 
different ways of further exploring and exploiting the results presented in the pre-
vious section. We use the case study of the commercial diffusion of AI among S&P 
500 companies to validate the method. We do that by comparing our results against 
survey-based empirical findings and two theory-based hypotheses. In this case study, 
our results are consistent with both empirical findings and theory.

Comparison with survey-based AI diffusion estimates

In this subsection, we compare our results on AI diffusion among S&P 500 compa-
nies with the results from several longitudinal surveys of AI use by companies, which 
we have identified in step 1 of the procedure. We recognize that the empirical results 
from these surveys are not necessarily directly comparable with our results. Thus, 
no formal tests can be applied here. We rely on visual inspection of Figure 3 in the 
results as a means of validation.

Despite limited comparability, our results on AI use by companies present an 
overall agreement with the trends indicated in the surveys. The alignment applies to 
both levels and timing. Based on this consistency, we conclude that our method pro-
vides a similar level of insight into the state of technology adoption as do commercial-
ly generated surveys. Our method, however, presents several advantages over these 
surveys. First, the proposed approach is transparent because it relates to a clearly 
defined sample of companies. The method results are also replicable due to an ex-
plicitly defined coding scheme and rules for content analysis. Another advantage of 
the proposed method is that the results capture a longitudinal progression of the dif-
fusion trajectory with high granularity. What follows from transparency, replicabili-
ty, and granularity is the ease of updating the results in synch with the availability of 
new content. Thus, the proposed method does not suffer from long time lags, which 
is the case with surveys. Based on the case study of AI diffusion, there appears to be 
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results. Thus, no formal tests can 
be applied here. We rely on visual 
inspection of Figure 3 in the 
results as a means of validation. 

1 

Despite limited comparability, our 
results on AI use by companies 
present an overall agreement with 
the trends indicated in the 
surveys. The alignment applies to 
both levels and timing. Based on 
this consistency, we conclude that 
our method provides a similar 
level of insight into the state of 
technology adoption as do 
commercially generated surveys. 
Our method, however, presents 
several advantages over these 
surveys. First, the proposed 
approach is transparent because it 
relates to a clearly defined sample 
of companies. The method results 
are also replicable due to an 
explicitly defined coding scheme 
and rules for content analysis. 
Another advantage of the proposed method is that the results capture a longitudinal progression of the 
diffusion trajectory with high granularity. What follows from transparency, replicability, and granularity is 
the ease of updating the results in synch with the availability of new content. Thus, the proposed method 
does not suffer from long time lags, which is the case with surveys. Based on the case study of AI diffusion, 
there appears to be no qualitatively significant difference between the reported levels of AI use in surveys 
and those generated based on executive presentations geared toward investors. Thus, our method shows 
that it is possible to gain insight into the commercial diffusion of technology without privileged access to 
information using, for example, publicly available investor presentations. This result is relevant to 
practitioners who do not have information access similar to that of management consulting companies or 
other commercial organizations carrying out market analysis. 

Investigation of differences between sectors 

Next, we validate the results by comparing the outputs of the proposed method with the predictions 
generated from theory. Based on innovation diffusion theory and research results on information 
technology diffusion among organizations, we expect that there should be meaningful differences in the 
rate of AI diffusion between companies from different sectors (Fichman 2000; Greenhalgh et al. 2008, p. 
139; Oliveira and Martins 2011). Therefore, we can state the first null hypothesis as follows: 

H1: There is no difference in the commercial diffusion rate of AI between companies from different sectors. 

We can statistically test the difference between sector-level diffusion rates by investigating stochastic 
dominance between the diffusion curves for each sector. We examine stochastic dominance using the 
Kruskal–Wallis (KW) test, which is nonparametric and suitable for testing multiple groups at once 
(Mangiafico 2016, pp. 248–261). The test rejects the null hypothesis that there is no stochastic dominance 
between any pair of sectors (see Table 2). Next, we perform a post hoc analysis using the Dunn test for 
pairwise comparison to determine stochastic dominance individually between each pair of sectors 
(Mangiafico 2016, pp. 255–256). Based, on this we conclude that the IT, financial, communication services, 
and healthcare sectors implemented AI into commercial use significantly earlier than companies in the real 

 
1 Sources of survey results: McKinsey (Balakrishnan et al. 2020; Bughin et al. 2017; Cam et al. 2019; Chui 
and Malhotra 2018); MIT (Ransbotham et al. 2017, 2018, 2019, 2020); O’Reilly (Lorica and Loukides 2018; 
Lorica and Nathan 2019; Magoulas and Swoyer 2020). 

Commercial use of AI, 
cumulative % of 
organizations

Piloting or commercial 
use of AI, cumulative % 

of organizations

McKinsey - share of 
respondents with AI 

implementation in at least one 
function/ business unit

MIT - commercial use of 
AI, share of respondents

MIT - ''AI Pioneer'' or 
''Experimenter'', share of 

organizations

MIT - AI pilot or 
deployed (share of 

respondents)

O'Reilly - use of deep 
learning

O'Reilly -
AI in 

revenue-
bearing 

0.0%

10.0%

20.0%

30.0%

40.0%

50.0%

60.0%

70.0%

Jan-2004 Jan-2006 Jan-2008 Jan-2010 Jan-2012 Jan-2014 Jan-2016 Jan-2018 Jan-2020

Figure 3. Comparison of the cumulative percentage of 
companies reaching commercial use of AI (solid blue line) 

and commercial use or piloting of AI (solid black line) 
generated using the proposed method and the results from 

multiple longitudinal surveys on AI use by companies1.no qualitatively significant difference between the reported levels of AI use in sur-
veys and those generated based on executive presentations geared toward investors. 
Thus, our method shows that it is possible to gain insight into the commercial diffu-
sion of technology without privileged access to information using, for example, pub-
licly available investor presentations. This result is relevant to practitioners who do 
not have information access similar to that of management consulting companies or 
other commercial organizations carrying out market analysis.

Investigation of differences between sectors

Next, we validate the results by comparing the outputs of the proposed method with 
the predictions generated from theory. Based on innovation diffusion theory and re-
search results on information technology diffusion among organizations, we expect 
that there should be meaningful differences in the rate of AI diffusion between com-

Figure 3 Comparison of the cumulative percentage of companies reaching 
 commercial use of AI (solid blue line) and commercial use or piloting 
 of AI (solid black line) generated using the proposed method and the 
 results from multiple longitudinal surveys on AI use by companies

Sources of survey results: McKinsey (Balakrishnan et al. 2020; Bughin et al. 2017; Cam et al. 2019; Chui and Malhotra 
2018); MIT (Ransbotham et al. 2017, 2018, 2019, 2020); O’Reilly (Lorica and Loukides 2018; Lorica and Nathan 2019; Ma-
goulas and Swoyer 2020).
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panies from different sectors (Fichman 2000; Greenhalgh et al. 2008, p. 139; Olivei-
ra and Martins 2011). Therefore, we can state the first null hypothesis as follows:

H1: There is no difference in the commercial diffusion rate of AI between compa-
nies from different sectors.

We can statistically test the difference between sector-level diffusion rates by in-
vestigating stochastic dominance between the diffusion curves for each sector. We 
examine stochastic dominance using the Kruskal–Wallis (KW) test, which is non-
parametric and suitable for testing multiple groups at once (Mangiafico 2016, pp. 
248–261). The test rejects the null hypothesis that there is no stochastic dominance 
between any pair of sectors (see Table 2). Next, we perform a post hoc analysis using 
the Dunn test for pairwise comparison to determine stochastic dominance individu-
ally between each pair of sectors (Mangiafico 2016, pp. 255–256). Based, on this we 
conclude that the IT, financial, communication services, and healthcare sectors imple-
mented AI into commercial use significantly earlier than companies in the real estate, 
materials, and utility sectors. These results are consistent with expectations and past 
empirical findings (Fichman 2000). Despite all S&P 500 companies being large cor-
porations based in the U.S., there are meaningful differences between their commer-
cial adoption rates of AI. In sectors where competitive pressures are highest and in-
novation is a driver of success, commercial AI adoption is significantly higher than in 
traditional sectors where fixed assets are the determinant of business success. Conse-
quently, these results provide a validation of the proposed method against the theory.

Table 2 Results from the Kruskal–Wallis test for stochastic equality between 
 the timing of commercial adoption of AI by different sectors

 chi-squared df p-value

 87.85 10 < 0.001

Investigation of differences between digital intensity levels

We perform another validation of the results from our methods by comparing the dif-
fusion rates for commercial use of AI between companies exhibiting different levels 
of related knowledge. Related knowledge is one of the determinants that drive the 
adoption of information technologies by organizations (Fichman 2000; Greenhalgh 
et al. 2008, p. 12; Pennings and Harianto 1992). We operationalize related knowledge 
through the measure of the digital intensity of a firm. Digital intensity is a multifac-
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eted indicator of how much firms “went digital” (Calvino et al. 2018). It measures 
the adoption of advanced digital technologies, employing human capital skilled with 
these technologies, and the extent of leveraging digital tools in relationships with 
customers and suppliers (Calvino et al. 2018). Based on recent empirical evidence, 
digital intensity is associated with AI adoption (Kinkel et al. 2021; Radhakrishnan 
and Chattopadhyay 2020). We use a method for approximating the digital intensity 
of a company based on aggregated measures of industry-level digital intensity and 
the level of firm engagement in different industries (Mucha and Seppälä 2021). We 
measure this engagement using revenue derived from activities recorded under in-
dividual business units of a company (Mucha and Seppälä 2021). Since these busi-
ness units are associated with industry codes, we can map their industry-level digi-
tal intensities to the firm level. We can state the second null hypothesis as follows:

H2: There is no difference in the commercial diffusion rate of AI between companies 
with different levels of digital intensity.

Based on the Kruskal–Wallis (KW) test results (Table 3), we reject the null hypoth-
esis that there is no stochastic dominance between companies from different levels 
of digital intensity. Post hoc analysis based on the Dunn test reveals stochastic domi-
nance between each pair of digital intensity levels. Based on these results, we conclude 
that the commercial adoption of AI is strongly associated with the firm’s digital inten-
sity level. These results are consistent with past empirical findings (Kinkel et al. 2021; 
Radhakrishnan and Chattopadhyay 2020), thus providing validation for the proposed 
method.

Table 3 Results from the Kruskal–Wallis test for stochastic equality between 
 the timing of commercial adoption of AI by companies with different 
 digital intensity levels

 chi-squared df p-value

 54.31 2 < 0.001

Discussion and concluding remarks

Technology monitoring is the process of observing and keeping up with develop-
ments in a specific technology (Roper et al. 2011, p. 72). It is critical to R&D man-
agement, technology management, and overall business strategy (Burgelman et al. 
2004, pp. 8–9). Thus, scholars and practitioners frequently rely on technology mon-
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itoring to generate new insights and knowledge. However, the predominant focus 
for the development of new methods for technology monitoring has been on patent 
analysis or otherwise precommercial stages of the technology lifecycle. These devel-
opments resulted in national statistical offices and commercial organizations rely-
ing on crude methods for monitoring the commercial diffusion of technologies, such 
as survey-based research developed in the 1940s and 1950s. In this paper, we pro-
pose an alternative approach to monitoring the commercial diffusion of technology.

The proposed method builds on past research within the technology monitoring 
and innovation diffusion literature. By utilizing qualitative content analysis, while 
following the procedure we propose, it is possible to generate high granularity time 
series representing the diffusion of technologies from early phases of commercial 
adoption, such as awareness of technology, to commercial use. This analysis lever-
ages unstructured text, which can take different forms, such as the text of websites, 
press articles, press releases, annual reports, or transcripts of executive presentations.

We illustrate the proposed method by analyzing the commercial diffusion of AI 
technologies among S&P 500 companies during the January 2004–May 2019 period 
using 2,047 transcripts of quarterly earnings calls and other investor events. Based 
on qualitative content analysis of these transcripts, we assign them to one of three 
groups: (1) mentioning AI during investor events, (2) piloting AI, or (3) using AI in 
a commercial context. We find that by the end of May 2019, 40.6% of companies had 
reached the commercial use phase of AI, 8% reported piloting AI, and 13.6% men-
tioned AI in general terms only. We conclude the analysis by carrying out a valida-
tion against existing empirical findings on AI use by companies and theoretical pre-
dictions derived from the research on the diffusion of information technology among 
organizations. The results align well with survey results on AI diffusion published by 
management consulting firms and other commercially oriented organizations. Unlike 
these surveys, however, our method is transparent, replicable, and does not require 
privileged access to information, as transcripts of investor events are readily avail-
able from various databases. Another advantage of our method is that its results are 
available without time lags commonly associated with periodic surveys. A comparison 
of our results with the theoretical predictions shows consistency between the two. 
Our results on the differences in commercial diffusion rates for AI between compa-
nies from different sectors are consistent with expectations based on information 
technology diffusion research (Fichman 2000; Oliveira et al. 2019). Sectors where 
competitive pressure and innovativeness are high, such as IT, communication ser-
vices, finance, and healthcare, adapted AI more rapidly than traditional sectors, such 
as utilities, real estate, and basic materials, whose fixed assets are the main determi-
nants of competitiveness. Additionally, the results generated by our method showed 
that firms exhibiting a high level of digital intensity were faster commercial adopters 
of AI than medium or low digital intensity firms. This impact of related knowledge 
on the pace of AI adoption is consistent with past results from research on both in-
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formation technology and AI by companies (Kinkel et al. 2021; Radhakrishnan and 
Chattopadhyay 2020). Overall, this illustration of the proposed method using the 
case of AI diffusion gives practically relevant insights and shows that the results are 
consistent with both past empirical findings and theoretical predictions.

This paper contributes to IS research concerned with technology monitoring 
and innovation diffusion as well as to practice. First, despite commercial adoption 
of technologies being essential to their generation of impact on economy and soci-
ety (Hall 2004), this latter part of the technology life cycle has been grossly over-
looked by researchers developing methods for technology monitoring. Our approach 
to monitoring addresses this gap by targeting technologies that enter the commercial-
ization stage of their lifecycle or are in widespread use. Second, the proposed meth-
od is generally applicable to a wide range of technologies and contexts. This versa-
tility results from reliance on unstructured text content as data input and broadly 
defined phases of technology adoption at the initiation of the analysis. Researchers 
employing the proposed method can fine-tune the specific content type and granu-
larity of technology adoption phases to fit their research context. This broad appli-
cability of the method means that it can be incorporated into and enrich a variety of 
studies investigating topics related to technology diffusion and adoption by organi-
zations. These studies typically rely on surveys alone for data collection. Thus, they 
could increase robustness by triangulating some of the results with the method we 
propose. For practitioners, our method presents a transparent, replicable, and up-
datable alternative to commercially run surveys. Given that the proposed approach is 
longitudinal, ongoing technology monitoring activities carried out by strategy teams 
inside organizations can benefit from only incremental efforts needed to update the 
results with the latest analysis.

This research exhibits certain limitations and presents opportunities for further 
development. Since the proposed method relies on unstructured content analysis, 
it is of limited utility for analyzing technology diffusion among companies that gen-
erate little or no such content, such as some subpopulations of early-stage start-ups 
and small- and medium-sized enterprises. Next, this method might underperform 
surveys for studies of technologies that are of low importance to target companies. 
Even if the target companies generate unstructured text, mentions of such technol-
ogies might be absent there. Finally, this research relied exclusively on the case of 
AI diffusion among S&P 500 companies to validate the method’s performance. Fu-
ture validation should include a broader range of technologies, as well as types of un-
structured content. Furthermore, given the continued advancements in natural lan-
guage processing methods and ML, in general, the proposed method could serve as 
the foundation for an automated technology monitoring algorithm or tool for mon-
itoring the commercial diffusion of technology. Such future advancement would re-
semble the development path of methods used in technology monitoring based on 
patent analysis.
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Table 4 A generic structure of a content coding scheme

Code Description of the code Examples from texts coded

Code 1
(Earliest considered 
phase of technology 
adoption)

...

Code N
(Latest considered 
phase of technology 
adoption)

– Provide a description of the code.
– Use of negative examples (what 

not to include) is also useful.

...

...

– Provide examples (quotes) that 
illustrate text that should be as-
signed that code.

– Examples might not be available 
in the first iteration of the coding 
scheme development. Therefore, 
in the first round of coding, coders 
need to rely on the code definitions 
alone.

– This column should be populated 
for the subsequent coding rounds.

...

...

Appendix 1

Table 5 A non-exhaustive selection of models defining phases in technology 
 (innovation) adoption or implementation by organizations

Source Phases in technology (innovation) adoption or implementation by organizations

(Cooper and Zmud 1990)

(Rogers 2010)

(Meyer and Goes 1988)

(Toledo 2005)

1) Initiation; 2) Adoption; 3) Adaptation; 4) Acceptance; 5) Routinization; 6) Infusion

1) Knowledge; 2) Persuasion; 3) Decision; 4) Implementation; 5) Confirmation

Knowledge-awareness stage: 1) Apprehension: individuals learn of the innova-
tion’s existence; 2) Consideration: individuals consider the innovation’s suitabil-
ity for their organization; 3) Discussion: individuals engage in conversations 
concerning adoption.
Evaluation-choice stage: 1) Acquisition proposal: it is formally proposed to pur-
chase the equipment that embodies the innovation; 2) Medical–fiscal evaluation: 
medical and financial costs and benefits are weighed up; 3) Political–strategic 
evaluation: political and strategic costs and benefits are weighed up.
Adoption-implementation stage: 1) Trial: the equipment is purchased but still 
under trial evaluation; 2) Acceptance: the equipment becomes well accepted and 
frequently used; 3) Expansion: the equipment is expanded or upgraded.

1) Pre-integration; 2) Transition; 3) Development; 4) Expansion; 5) Systemwide 
Integration

Appendix 2
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Abstract
Recent advances in machine learning (ML) have triggered many firms to try putting 
the technology into commercial use. However, the creation of ML-based organiza-
tional capabilities remains a major challenge. With the aim of extending our under-
standing of organizational capabilities, this paper takes a socio-technical system per-
spective on the microfoundations of capabilities, develops an integrative conceptual 
framework, and discusses the resulting insights relevant to organizational ML initia-
tives. In contrast to past IS research, our framework is more general and versatile, 
since it is not restricted to dynamic capabilities only, as well as incorporates a tem-
poral dimension facilitating the inspection of processes leading to the formation and 
change of organizational capabilities. This is illustrated with multiple propositions, 
which we develop by applying the framework to the context of organizational ML ini-
tiatives. Conceptual insights are backed with rich anecdotal evidence.

Keywords
Artificial intelligence, Machine learning meta analysis, Socio-technical systems, 
Organization
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1 Introduction and conceptual framework
ML, which is at the core of the ongoing commercialization wave of artificial intel-
ligence (AI), is currently viewed by large organizations as the most important and 
disruptive new technology [1]. Unlike traditional approach to programming, ML is 
a category of statistical and computational techniques to learning patterns and con-
structing inductive inferences from data or experience [1], [2]. ML coupled with 
modern computing resources and abundant data have enabled computers to signifi-
cantly improve state-of-the-art performance on many tasks, including machine trans-
lation, speech recognition, image recognition, and generation of text, audio, and im-
ages [3]. These advances have triggered an increasing number of companies to try 
putting ML into commercial use [4], [5]. Despite this heightened interest, organiza-
tions face major challenges in enhancing existing or developing new capabilities with 
ML. While piloting ML is relatively easy, scaling and deployment have proven chal-
lenging [1], [5]. Ransbotham and colleagues [4] find that only one in ten compa-
nies gets meaningful value out of their ML initiatives. Clearly, creation of ML-based 
capabilities is a major challenge.

Organizational capabilities do not come into being solely based on capacities 
of a technology [6]–[9]. Instead, they require a process of practice and routiniza-
tion, which aligns not only the tasks with technological tools, but also with skills 
and roles of people, as well as with the organizational structure and communication 
flows [6], [10]–[12]. Similarly, introducing new technology to modify or develop 
an existing capability might require a period of practice and routinization before 
the new level of capability performance is reached [12], [13]. Hence, to under-
stand better the relationship between new technologies, such as ML, and organiza-
tional capabilities we need to study the process of capability formation and change, 
while explicitly recognizing the links between technology, tasks, people, and struc-
ture within which they operate. Thus, we need to shift the focus of our analysis to 
the level of microfoundations [14], [15]. Despite the calls for investigating micro-
foundations of organizational capabilities [14], [15], there is only a limited num-
ber of studies discussing this topic. Notable examples from IS domain [8], [16]–
[18] recognize that socio-technical system (STS) perspective [19], [20] is a useful 
conceptual framing to understand the interplay between digital technologies and or-
ganizational capabilities.

We define the microfoundational elements of organizational capabilities and rec-
ognized that they correspond to the building blocks of an STS. Furthermore, our anal-
ysis of organizational capabilities and STS theory literature highlighted the promi-
nence of the following characteristics shared by these perspectives: (1) routinization; 
(2) deep structure; and (3) nesting. Based on these, we propose an STS framework 
for organizational capabilities, as presented in Figure 1, and apply it in the context 
of organizational ML initiatives.
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Our generalized version of the framework includes two organizational capabili-
ties, each at a different level. These capabilities are practiced and routinized trans-
formations of inputs into outputs via the underlying socio-technical systems. The 
vertical axis represents levels in the capability structure, while horizontal axis spa-
tially distributes inputs, STS, and outputs. For the sake of simplicity, we assume dis-
crete time, thus the transformation of inputs into outputs is assumed to take place 
within a single time increment. The depth axis represents progression of these ca-
pabilities through time, which might involve changes in one or multiple elements, 
as well as bidirectional impacts between the capabilities (or their underlying STSs) 
on different levels. The proposed framework presents a simplified structure, which, 
can be extended to cover more than two levels in the capability structure, as well as 
more than one capability on each level. In the remainder of this section we apply this 
framework in the context of organizational ML initiatives and develop propositions 
based on that. In our discussion, we follow the path of an increasing organizational 
engagement with ML. We start with one-off uses of ML, then proceed to the develop-
ment and use of ML capability; creation of ML-based capabilities; learning in and im-
provement of ML-based capabilities; and conclude with full automation of a capability.

In this paper, we assume an STS perspective on organizational capabilities and de-
velop a conceptual framework integrating these two levels of analysis. Based on the 
extant literature, we identify strong links between STS-level microfoundations and 

Figure 1 STS framework for organizational capabilities
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organizational capabilities. The resulting framework not only captures the tempo-
ral aspect of capability change, but also interrelationships between multiple capabil-
ities within a single organization. We then use the framework to develop insights in 
the context of organizational ML initiatives. In our discussion, we follow the path of 
an increasing organizational engagement with ML, starting from one-off uses of ML 
and ending with full automation of a capability. Based on these, we develop multiple 
propositions. The propositions are backed by and clarified with anecdotal evidence 
collected from published case studies focusing on organizational use of ML, as well 
as from an ongoing 2-year-long research involving interviews and participatory ob-
servation of a national government funded accelerator promoting and facilitating AI 
use in organizations (Accelerator name blinded for review. The accelerator primari-
ly caters to established organizations, covers the full range of ML technologies, and 
organizational ML maturity levels.)

2 Use cases and value propositions of machine 
learning for organizations

2.1 One-off uses of ML within an organization

ML can be used in two types of situations – one-off analysis and repeated use [31]. 
While the dominant focus in IS and business literature is on the second type, which 
corresponds to ML-based capability, one-off analysis continues to represent a mean-
ingful share of projects, in which in-house data science teams and consultants engage 
in. Therefore, our discussion covers both types of ML uses.

One-off analysis utilizing ML, in isolation, does not lend itself to routinization 
within the context of the STS performing the analysis. Hence, on the level of that 
STS, there are no new instant capabilities being created. Nor ML becomes a perma-
nent component of the technology underlying STS of the focal capability. The change 
that is brought by ML typically manifests itself at a lower-level capability and relates 
to the rearrangement of actors, technology, and structure configuration, or modi-
fication of inputs going into that system. More specifically, it is the new insight or 
knowledge that results from the use of ML and which points to the needed changes 
in inputs to the STS or STS itself. Such uses of ML potentially bring value to orga-
nizations in two ways. First, they can allow organizations to deal with one-off chal-
lenges by leveraging new insight or knowledge and existing capabilities. For example, 
when hurricane Frances was approaching Florida’s coastline, Walmart’s CIO decid-
ed to “start predicting what’s going to happen, instead of waiting for it to happen” 
and mobilized her team to identify which products would be in high demand in the 
region [32]. Subsequently, Walmart’s existing capabilities were used to top up the 
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store shelves with soon-in-demand strawberry Pop-Tarts and beer [32]. This example 
illustrates that in some cases with new insights generated through one-off ML analy-
sis organizations can leverage existing and unaltered capabilities to resolve a unique 
problem at hand or benefit from a unique opportunity. Second way, in which organi-
zations can benefit from ML powered one-off analysis is less dramatic but might be 
even more valuable. New insight or knowledge resulting from the application of ML 
might be more permanent in nature. For example, one real estate management com-
pany relied on an outdated methodology to estimate soil humidity and reimbursed 
subcontractors for part of their work based on that. (This example was provided on 
May 24, 2021, by an expert when we were validating the practical relevance of our 
framework.) When the company received a new ML-based humidity estimation meth-
od from consultants, it has turned out that many site types had a dramatically lower 
humidity than previously expected. This resulted in multimillion-dollar savings on 
future projects. In this case, ML did not enter into an on-going use by the company, 
but the insights from one-off analysis improved the overall performance of existing 
capability and created long-term positive impact on value creation.

P1. One-off use of ML within an organization does not lead to the creation of a new 
capability.

Returning to the two examples of ML use we discussed above allows us to draw 
more propositions. While these uses of ML fall into the category of one-off analysis, 
there is a stark difference between how Walmart generated the new insights compared 
with the other case. The retail giant relied on an in-house ML capability, while the real 
estate management company leveraged external ML capabilities. Thus, in both cases 
ML played a role at a higher-level than operational capabilities. It was used as a tool 
within the technology element of a higher-level STS. However, Walmart retained that 
STS within its own organization, while the other company ran one-off projects using 
external resources. Furthermore, Walmart had all the pieces of the STS needed to carry 
out the analysis in place, thus demonstrated a routinized process. Hence, we conclude 
that Walmart had an ML capability. This contrasts with the other company, which not 
only didn’t have the required resources in-house, but also had to carry out non-routine 
data collection activities to bring the project to fruition. The possession of ML capabil-
ity within an organization is an important differentiator. Organizations with such ca-
pability can not only more rapidly carry out ML initiatives, but also are likely to iden-
tify opportunities and deliver on these with higher success rate. Furthermore, multiple 
executions of one-off ML initiatives might develop or strengthen organizational ML 
capability, by increasing experience and the level of routinization within that system.

P2. One-off use of ML within an organization may lead to the enhancement of an 
existing ML capability.
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P3. Multiple one-off uses of ML within an organization may lead to the routiniza-
tion and establishment of ML capability.

2.2 Use of ML capability

While Walmart’s use of ML in the example we used related to one-off use, the ex-
isting organizational ML capability could also be used when pioneering new or en-
riching existing operational capabilities [23]. For example, Walmart is developing 
ML-based capabilities to monitor shelves for product restocking and replenishment 
needs, as well as to spot problems, such as spills [33]. These operational capabili-
ties are being developed within their Intelligent Retail Lab, which in that context is 
the higher-level system possessing ML capability. Thus, ML capability can contrib-
ute to both one-off uses of ML as well as development of ML-based capabilities. In 
both cases, the availability of an established and routinized STS underlying ML ca-
pability provides an advantage, when compared against organizations without such 
capability. The case of early collaboration between an external team of researchers 
and the Atlanta Fire Rescue Department on Firebird serves as a good counterfactual 
illustration of how the lack of in-house ML capability can undermine ML-based ca-
pability establishment. Firebird is a “framework to help municipal fire departments 
identify and prioritize commercial property fire inspections, using machine learn-
ing, geocoding, and information visualization” [34, p. 185]. At the time of writing, 
Madaio and colleagues concluded that due to poor data sharing practices of the rel-
evant municipal departments, part of the ML development process would need to 
be redone regularly. Without that the system could not capture changes in the activ-
ities and locations of business operating in the commercial properties. Consequent-
ly, at the initial phase and due to lack of previously established ML capability, Fire-
bird turned out to be a one-off ML use, which was beneficial, although at that stage 
did not become an initially envisioned ML-based capability.

P4. Use of an existing ML capability by an organization positively influences the 
probability of successful outcomes from ML initiatives, including one-off uses of ML 
and ML-based capability development, in that organization.

However, one-off use of ML by an organization is possible even without having 
established in-house ML capability. Also, repeated use of ML, thus, an ML-based 
capability, can be developed without the possession of an ML capability. The most 
common examples falling within that category are those where ML technology is in-
corporated into the third-party tools being used within the STS underlying the op-
erational capabilities of an organization. This includes, for instance, prediction of 
sales leads conversion into opportunities by sales managers using Salesforce Ein-
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stein. While this example of tool-like use of ML within the scope of existing opera-
tional capabilities has been packaged as a service by cloud vendors, more complex 
uses of ML, which require, for instance, physical changes in equipment, can also be 
developed without an in-house ML capability. For example, a German mass produc-
er of electronic sensors and actuators has been developing an ML-based automated 
visual inspection capability for use by their quality control team by leveraging a col-
laboration with a university [35].

P5. Possession by an organization of an ML-based capability does not require or im-
ply the possession of an ML capability by that organization.

2.3 Creation of ML-based capabilities

The possession of required, yet disjoint elements of an STS is not sufficient for the 
establishment of ML-based organizational capability. What is needed beyond these 
elements is the routinization of their joint activity, to the extent that performance 
has reached sufficient level of reliability. Such level of routinization is marked by 
the achievement of stability or balance in the deep structure of the underlying STS. 
For example, in case of Firebird, due to the one-off nature of data cleaning and join-
ing [34], there was no routinization of the tasks. Thus, the organizational capabili-
ty to identify and prioritize property fire inspections was not turned into being ML-
based. A counter example is that of a global ship brokering company based in Norway, 
which developed a new ML-based capability to produce oil trade tables – “spread-
sheet documents which contain information about activities of certain ships, in-
cluding timestamps of departures and arrival, destinations, and in which ports they 
loaded or discharged cargo” [36, p. 6]. The creation of that capability required not 
only development and integration with existing systems, but also developmental it-
erations with the maritime activity researchers and redefinition of their role in the 
process. The establishment and routinization of that ML-based capability took ap-
proximately two years.

P6. Creation of a new ML-based organizational capability requires not only the pres-
ence of suitable actors, social structures, tasks, and technologies, but also establish-
ment of a balanced deep structure linking these elements into a socio-technical system.

Creation of ML-based organizational capabilities is often rooted in previously ex-
isting organizational capabilities. Therefore, ML-based capability creation can often 
be seen as development or renewal of existing capabilities [12]. Since, by definition, 
existing capabilities exhibit certain level of balance in their STS’s deep structure, in-
troduction of new technological element poses potential threat to that balance. In 
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this section we explore, in the context of first-time ML technology introduction, the 
relationship between capability performance and stability of its STS.

Returning to the example of ML-based capability of the Norwegian ship broker-
ing company, allows us to elaborate the case of STS being pushed off balance. Since 
from the initial phase of the project the intention was “to have the algorithm clean, 
prepare and classify ‘raw’ AIS data, similarly to what the researcher manually did 
to generate the tradetables” [36, p. 7], change in the role of maritime researcher 
was expected, as trade tables’ generation was the main responsibility for that job. 
Yet, at the outset it was not guaranteed that the ML-capability would have superior 
performance. Thus, unbalancing the STS of an existing capability is not a sufficient 
condition for performance improvement. This point is also illustrated by the case 
of a large European company – a member of a global fast-moving consumer goods 
group with annual revenue of over $50 billion – which aimed at removing “subjec-
tivity and bias from workforce decisions, by drawing on data science, neuroscience, 
and machine learning” [37, p. 2]. Despite ambitious hopes, the introduction of ML 
into the trainee recruitment process in Europe resulted in pushing the STS of the 
underlying capability off balance, while producing disappointing results in terms 
of improvement of fairness in the selection and recruitment process. Not only did 
some of the candidates contest the fairness of the process, but also the hiring line 
managers, the in-house AI team, and the HR managers, who originally spearhead-
ed the project. This imbalance resulted in conflicts between hiring managers, who 
couldn’t hire their preferred candidates, and HR managers defending the ML-based 
decision rationale.

P7. Unbalancing of an existing capability’s STS by introducing to it ML technolo-
gy element is not a sufficient condition leading to performance improvement of that 
capability.

While unbalancing of an STS by the introduction of ML is not sufficient by it-
self to generate capability performance improvement, we posit that it is nonethe-
less a necessary condition for a performance improvement that is significant. This 
is because a significant change in the relationship between inputs and outputs of 
a capability means that the focal STS needs to undergo (or has undergone) a re-
configuration allowing it to exhibit a new range of responses and emergent prop-
erties [13]. Such reconfiguration implies not only a substitution of some existing 
technology with ML, but rather a more encompassing change within the scope of 
the focal STS. The introduction of ML, in that case, leads to change in one or mul-
tiple other elements of the focal STS. Thus, changes in the other elements of the 
technology, role of actors, social and organizational structure, or underlying tasks 
are always associated with significant capability performance improvements stem-
ming from the introduction of ML. For example, the case of a Norwegian ship bro-
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kering company enriching its tradetable generation capability by introducing ML 
vividly demonstrates the change in the role of actors and the nature of tasks [36]. 
After the successful transition to ML-based generation of tradetables the maritime 
activity researchers became the “teachers and supervisors” of ML algorithm gener-
ating the tables used by the rest of the organization. In another study investigating 
the introduction of ML to Chinese e-commerce giant’s fulfillment center – Aliba-
ba’s smart warehouse [5] – the traditional areas for manual handling of goods using 
forklifts and manual labor were replaced by an automatized tridimensional store-
house, where for safety and efficiency reasons people are normally not allowed to 
enter, position of individual pallets with goods is calculated using an ML-based pre-
diction of the demand for these goods, and robots transport pallets to their destina-
tions. Once orders for goods are received, employees do not need to move around 
the warehouse to collect goods from a single order, but rather robots do that based 
on an ML algorithm’s probability estimates of various items from multiple real-time 
ordered being bought together.

P8. Unbalancing of an existing capability’s STS by introducing to it ML technolo-
gy element is a necessary condition for a significant performance improvement of 
that capability.

2.4 Learning in and improvement of ML-based capability

Having covered the creation of ML-based capability, we shift the focus to subse-
quent improvements and learning that might take place in such capability. An estab-
lished ML-based capability must have reached certain level of reliability, has been 
practiced and routinized, and thus exhibits balance in the underlying STS. Further 
improvements in the performance of that capability are not guaranteed, despite ML 
having learning in its name. This notion is evident from even a cursory investigation 
of ML lifecycle [38], where an ML model deployed into production may go into a 
new round of learning (re-training), but does not have to. It is thus in the hands of 
those who develop the ML-based capability to determine whether, how often, and 
in what form such re-training might take place. In other words, ML model training 
and inference are two distinct phases in the model lifecycle, and at least one round 
of training (learning) must take place for an ML to be able to carry out inference in 
production. For example, a drone capable of object detection and tracking [39] has 
gone through a training phase and is able to carry out inference using on-board soft-
ware and hardware. If an organization incorporated such drone into its surveillance 
or visual inspection capabilities, it could potentially improve performance of these 
capabilities. However, continuous use of that drone would not by itself result in any 
changes in the ML algorithm embedded into the drone.
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P9. Ongoing use of an ML-based capability by an organization does not require or 
imply presence of a learning loop, which would improve performance of the ML tech-
nology within the STS of that capability.

Thus, organizations developing ML-based capabilities often recognize the need 
and require keeping ML models up-to-date and, potentially, continuously learning. 
This is especially the case in the context of high environmental dynamism. Thus, 
learning feedback loops are often integrated into the overall technology element of 
the underlying STS. They can take the form of (1) offline maintenance activity or 
(2) online updating [38]. For example, a European bank periodically retrains their 
customer service chatbot, which has been developed by an in-house team. (This ex-
ample was provided by an expert during a workshop, which took place on Novem-
ber 20, 2019.) Such offline maintenance exercise takes place approximately every 
three months and requires involvement of not only the technical team, but also cus-
tomer service agents. The retraining targets improvement of ML technology perfor-
mance related to correctly recognizing customers’ intents, as well as updates chat-
bot’s responses, which must correspond to the ever-changing offering and terms of 
the service. An illustration of an ML-based capability, which has an integrated online 
learning feedback loop, is the case of Chinese petrochemical plant using digital twin 
system to control processes of a catalytic cracking unit [40]. Within that system, re-
al-time operational data is not only used by ML to find optimal production settings, 
but also continuously serves as an input to automatic retraining of the ML model.

While these examples indicate that a feedback learning loop integrated into an 
established ML-based capability can lead to performance improvement, they do not 
elucidate the magnitude of changes that are expected or feasible. To complement our 
discussion with respect to this, we turn to two currently prominent areas of ML de-
velopment – large transformer-based language models and autonomous driving. Ope-
nAI, an artificial intelligence research and deployment company released in 2020 its 
third-generation of a large language model called Generative Pre-trained Transformer 
(GPT-3) [41]. GPT-3 has captured the imagination of media and many practitioners 
by demonstrating previously unseen performance on multiple tasks. However, plots 
demonstrating improvements of GPT-3 accuracy for various tasks as a function of 
number of input parameters consistently show diminishing marginal improvements 
[41]. Hence, getting ML to perform better gets increasingly harder, as the perfor-
mance improves. This observation is consistent with the pattern of performance 
improvements in autonomous driving, where the initial successes were followed by 
mounting challenges to deal with corner and edge cases [42].

P10. Presence of an integrated learning feedback loop within an established ML-
based capability provides, at best, diminishing marginal improvements in the per-
formance of that capability.
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Flattening out of capability performance is an expected outcome for all types of 
capabilities, yet significant performance improvements may be possible even after 
reaching such plateau [12]. Hence, improvements that would exceed the rate en-
abled by the integrated learning feedback loop of an ML-based capability might take 
place in some cases. This, however, requires a new round of development that is 
substantial and, thus, creates the need to unbalance the established deep structure 
of the capability’s STS. For example, when Airbnb replaced its manual scoring func-
tion for property search rankings with a gradient boosted decision tree model, which 
is a type of ML algorithm, it experienced “one of the largest step improvements in 
homes bookings in Airbnb’s history, with many successful iterations to follow” [43, 
p. 1927]. However, the algorithm’s performance plateaued eventually. This triggered 
the team responsible for search ranking development to “trying sweeping changes to 
the system” [43, p. 1927] and introduce a new approach based on deep neural net-
works. Initially, the team aimed at “keeping everything else invariant and replacing 
the current model with a neural network” [43, p. 1934], which would retain the ex-
isting balance within the underlying STS. This, however, proved to only lower the 
performance of their search ranking capability. Only by “rethinking the entire sys-
tem surrounding the model” [43, p. 1934] were they able to gain significant perfor-
mance improvement.

P11. One-off improvements in the performance of an ML-based capability, which 
are beyond the improvement rate enabled by the integrated learning feedback loop 
of that capability, may be possible, in which case, to be realized, they require unbal-
ancing of the STS within that capability.

2.5 Capability automation with ML

In an extreme case, ML, typically in combination with other technologies, can fully 
automate an existing capability. Such full automation requires a complete encapsu-
lation by technology of four classes of functions, which are (1) information acquisi-
tion; (2) information analysis; (3) decision and action selection; and (4) action im-
plementation [44]. Full encapsulation of a capability by technology is possible not 
only for narrow capabilities, but also in case of socially very complex and core orga-
nizational capabilities. Yet even full automation of a capability does not divorce the 
technology from socio-technical systems constituting an organization. Since STSs 
are nested structures, encapsulation of a lower-level STS into technology leaves it 
as an element of technical subsystem of a higher-level STS. Furthermore, the social 
structure and communication flows within the STS of that higher-level capability 
may be impacted. Thus, the event of capability encapsulation into ML-based tech-
nology may unbalance the STS of the capability being directly above the encapsulat-
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ed capability. A good illustration of this is provided by the case of a German banking 
group substituting its in-house capability for small private loan approval and lend-
ing term setting with an ML-based technology [45]. Initially, this capability was en-
riched by incorporating a tool providing “recommendations that loan consultants 
could change, adapt, or ignore” [45, p. 308]. Later, an enhanced version of the tool, 
which was ML-based, was implemented as a fully automated solution, which “makes 
loan approval or denial decisions, determines the terms and conditions of loans, and 
autonomously alters lending criteria based on customer behavior and current market 
changes” [45, p. 308]. Thus, the capability for small private loan approval and lend-
ing term setting was encapsulated into an ML-based solution, which became an ele-
ment of technology within the STS of the overarching loan granting capability. This 
change also brought an upheaval into the social structure within the loan granting 
capability. The loan consultants, who previously enjoyed relatively high status with-
in the bank because of their experience, required training, certification, and indepen-
dence in their work, regarded the tool as a threat to their professional role identity 
and esteem. At the same time, the ML-based tool enabled a new group of employees, 
such as those working previously at service front desks, receptions, as well as newly 
hired employees, to promptly assume the role of loan consultants. This equated to 
a significant professional identity boost for those employees. Furthermore, the use 
of ML-based loan approval tool erased the need for part of the internal communica-
tion flow, which previously served as a document verification step. Thus, the encap-
sulation of a capability resulted in this case in unbalancing of the STS underlying the 
loan granting capability of the bank.

P12. Automation of a capability through its encapsulation into an ML-based tech-
nology transforms it into an element of the technical subsystem belonging to the STS 
of a higher-level capability.
P13. Automation of a capability through its encapsulation into an ML-based tech-
nology may transform it into an element of the structure within the social subsys-
tem belonging to the STS of a higher-level capability.
P14. Automation of a capability through its encapsulation into an ML-based tech-
nology may unbalance the STS of a higher-level capability.

3 Discussion and implications

This paper extends the current debate on organizational capabilities. The topic con-
tinues to attract attention of IS and strategic management scholars. Despite this in-
terest, understanding of microfoundations underlying organizational capabilities is 
still limited. This is especially the case in the context of organizational initiatives, 
which aim at integrating disruptive digital technologies, such as ML, into their capa-
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bility portfolio. Evidence from empirical surveys on ML use by organizations show 
that only one in ten ML initiatives meaningfully contribute to value creation [4]. 
Thus, practitioners are also facing challenges in this context. With the aim of extend-
ing our conceptual understanding of organizational capabilities, this paper takes an 
STS perspective on the microfoundations of capabilities and discusses the resulting 
insights relevant to organizational ML initiatives. By conceptualizing organization-
al capabilities as practiced and routinized transformations of inputs into outputs via 
underlying socio-technical systems, which are nested in layers and evolve over time, 
our framework enables a granular insight into the process of digital technology in-
tegration into the capability portfolio of an organization. Our contributions arise 
from the integration of insights from organizational capabilities and STS theory lit-
eratures, as well from the derivation of propositions centering on the context of or-
ganizational ML initiatives.

With respect to practical implications, our framework and propositions provide 
several insights, which might be counterintuitive to professionals with limited experi-
ence in ML initiatives. For example, use of ML in an organization does not imply that 
the organization has ML capability or has created any new capability (P1 and P5); 
there is no free lunch with ML – significant performance improvement of a capability 
thanks to ML requires significant changes in the STS underlying that capability (P8); 
ML does not learn by default, once it is put into production (P9); feeding more da-
ta into ML leads to, at best, gradually decreasing performance gains (P10); and, full 
automation of a capability does not completely eliminate the need for people (P12).

3.1 Future research

Future empirical research can build on our work in several ways. First, in the context 
of ML, future research can test hypotheses drawn from our propositions and iden-
tify boundary conditions. Second, our conceptual framework is not limited to ML 
context, thus, can be used in future studies investigating more broadly the impact 
of digital technologies on organizational capabilities. Third, by explicitly linking mi-
crofoundations to organizational capabilities, the framework allows investigation of 
technology impact on employees and jobs. Overall, such empirical research will not 
only advance our understanding of organizational capabilities, but also in the con-
text of ML, will help guide managers and their decisions relating to this transforma-
tional technology.
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Abstract
Collecting and utilizing product life-cycle data is both difficult and expensive for prod-
ucts that move between different industrial settings at various points of the product 
life-cycle. Product-centric approaches that present effective solutions in tightly inte-
grated environments have been problematic to deploy across multiple industries and 
over longer timespans. Addressing deployment costs, incentives, and governance, this 
paper explores a blockchain-based approach for the deployment of product-centric 
information systems. Through explorative design science and systematic combining, 
the deployment of a permissionless blockchain system for collecting product life-cy-
cle data is conceptualized, demonstrated, and evaluated by experts. The purpose of 
the blockchain-based solution is to manage product data interactions, to maintain 
an accurate single state of product information, and to provide an economic incen-
tive structure for the provision and the deployment of the solution. The evaluation 
by knowledgeable researchers and practitioners identifies the aspects limiting block-
chain-based deployment of solutions in the current industrial landscape. Combining 
theory and practice, the paper lays the foundation for a blockchain-based approach 
to product information management, placing design priority on inter-industrial and 
self-sustained deployment.

Keywords
Product-centric information management, Blockchain, Inter-industrial deployment, 
Platform sustainability



101Article 4 – Blockchain-Based Deployment of Product-Centric Information Systems

1 Introduction
Products in use—especially durable and capital goods—are valuable sources of infor-
mation in many industrial settings (Aitken, Childerhouse, & Towill, 2003; Anderson 
& Zeithaml, 1984; Kärkkäinen, Holmström, Främling, & Artto, 2003; Rink & Swan, 
1979). However, in settings where products move between systems and industrial 
settings at different points in the lifecycle, product data is rarely effectively collect-
ed and used (Lehtonen, Ala-Risku, & Holmström, 2012). Moreover, a combination 
of information asymmetries and a lack of incentives may even result in supply chain 
actors destroying data valuable to one another (Ala-risku, 2009).

The concept of product-centric information management (Kärkkäinen, Ala-Risku, & 
Främling, 2003; Meyer, Främling, & Holmström, 2009; Tang & Qian, 2008) was de-
veloped to enable multiple actors to share information on product individuals com-
prehensively over their lifecycle. While significant improvements have been observed 
in case studies (Bussmann & Sieverding, 2001; Främling, Holmström, Loukkola, Ny-
man, & Kaustell, 2013; Hribernik, Rabe, Schumacher, & Thoben, 2006; Lyly-Yrjänäin-
en, Holmström, Johansson, & Suomala, 2016; Rönkkö, Kärkkäinen, & Holmström, 
2007), the deployment of product-centric information management as a sustained 
solution has been challenging. Deployment challenges include, e.g. high initial costs, 
scalability (Leitão, 2009; Tähtinen, 2018; Trentesaux, 2009), and unresolved con-
flicts of interest regarding platform control and governance (K. Främling, Harrison, 
Brusey, & Petrow, 2007). Establishing more integrated platform solutions for prod-
uct data management has been similarly challenging (Naphade, Banavar, Harrison, 
Paraszczak, & Morris, 2011).

This conceptual paper explores blockchain-based deployment of a product-cen-
tric information system. The focus is on the use of blockchain-based functionality 
(Buterin, 2013; Hukkinen, Mattila, Smolander, Seppälä, & Goodden, 2019; Nakamo-
to, 2008; Poon & Buterin, 2017; Wood, 2013), such as protocols, crypto-mining pay-
ments, and smart contracts to initiate and sustain product data collection and use. 
The purpose is to conceptualize and demonstrate a solution, where the design pri-
ority is on the incentivization of actors to participate in providing item-level product 
lifecycle information, and reimbursing their efforts by using blockchain technology. 
This paper contributes to research on viable inter-industrial deployment (Alam & 
El Saddik, 2017; Naphade et al., 2011) and self-sustained platforms (Blossey, Eisen-
hardt, & Hahn, 2019; De Filippi & Loveluck, 2016; Mattila & Seppälä, 2018).
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2 Literature review
Storing and maintaining data on each product individual over its entire life cycle is 
not a trivial undertaking. The high initial investment has been identified as a reason 
for why integrated product data management systems have not been widely adopt-
ed by the industry (Leitão, 2009; Trentesaux, 2009). As an alternative, more loose-
ly coupled peer-to-peer solutions have been proposed to share the burden (Främ-
ling, Kubler, & Buda, 2014; Kärkkäinen, Holmström, et al., 2003; Kubler, Främling, 
& Derigent, 2015). However, while the use of a peer-to-peer approach reduces the 
investment cost of individual actors, it introduces a variety of new challenges for 
product centric information management, e.g. tracking and coordinating the glob-
al state of the system, attracting a critical mass of users, as well as facilitating au-
thentication and trust in a decentralized manner (Petkovic & Jonker, 2007; Tren-
tesaux, 2009).

2.1 Product-centric information and blockchain

In the field of product lifecycle management, earlier efforts towards using a peer-to-
peer network have mainly been aimed at increasing the interoperability and open-
ness of product data systems (Kubler et al., 2017; Raggert, 2015). However, obtaining 
guarantees of the satisfactory performance of peer-to-peer networks has been found 
difficult; Due to the coordination constraints involved, evaluating the global state of 
a fully decentralized system—and thus predicting its behaviour—can be highly chal-
lenging (Trentesaux, 2009). Over the last decade or so, blockchain technology has 
provided a potential solution to this issue by enabling a single programmatic state to 
be maintained in peer-to-peer networks in an entirely decentralized fashion (Buter-
in, 2013; Hukkinen et al., 2019; Poon & Buterin, 2017; Wood, 2013).

Consequently, in recent research literature, several conceptualizations have 
been drafted for using blockchain-related systems to improve the transparency and 
traceability (Azzi, Chamoun, & Sokhn, 2019; Caro, Ali, Vecchio, & Giaffreda, 2018; 
Cole, Stevenson, & Aitken, 2018; ElMessiry & Elmessiry, 2018; Galvez & Mejuto, 
2018; Heber, 2017; Heber & Groll, 2018; H. M. Kim & Laskowski, 2018; Kshetri, 
2018; Lu & Xu, 2017; Tian, 2016; Westerkamp, Victor, & Axel, 2018; Wu, Li, King, 
Miled, & Tazelaar, 2017), the sustainability (Bai & Sarkis, 2020; Kouhizadeh & 
Sarkis, 2018; Nayak & Dhaigude, 2019; Saberi, Kouhizadeh, Sarkis, & Shen, 2019), 
the cybersecurity and resilience (Banerjee, Lee, & Choo, 2018; Kshetri, 2017; Min, 
2019; Papakostas, Newell, & Hargaden, 2019), and the integration and interoper-
ability (Dai, Zheng, & Zhang, 2019; Gordon & Catalini, 2018; Huang, Wang, Yan, 
& Fang, 2020; Korpela, Hallikas, & Dahlberg, 2017; Miller, 2018; Repository, 2016; 
Ruta, Scioscia, Ieva, Capurso, & Sciascio, 2017) of supply chain and product data 
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management structures. Some conceptualizations have also been presented spe-
cifically for distributed workflow management with blockchain-based smart con-
tracts (Bahga & Madisetti, 2016; Chen et al., 2017; Evermann & Kim, 2019; Leid-
ing, Memarmoshrefi, & Hogrefe, 2016; Leng, Jiang, Liu, Chen, & Liu, 2017; Yu et 
al., 2018). Furthermore, other closely resembling themes have been touched up-
on in many adjacent research streams, e.g. focusing on the use of blockchain sys-
tems for data governance (Liang et al., 2017; Turk & Klinc, 2017) and ownership 
management (Karafiloski, 2017; Toyoda, Mathiopoulos, Sasase, & Ohtsuki, 2017; 
Zhang & Wen, 2017).

Despite the vibrant streams of publications on the issue in recent years, little at-
tention has been paid to the challenge of combining solution deployment and sus-
tainability at the inter-industry level. For example, (Elmessiry, Elmessiry, & Elmes-
siry, n.d.; Lu et al., 2019; Sternberg, Hofmann, & Roeck, 2020) address the problem 
of successfully deploying a blockchain architecture for increased transparency and 
trust in inter-organizational supply chains but do not consider inter-industrial, or 
system-of-systems, integration. Conversely, (Jiang, Fang, & Wang, 2019; Özyılmaz & 
Yurdakul, 2019; Tijan, Aksentijevi, & Ivani, 2019) discuss using a blockchain-based 
architecture for creating an inter-industrial backend for the Internet of Things, but 
do not address the feasibility of solution deployment. (Katuwal, Pandey, Hennessey, 
& Lamichhane, 2018), on the other hand, briefly acknowledges the potential suitabil-
ity of using a blockchain system as an incentivization mechanism to deploy a glob-
al health information exchange but does not address the solution sustainability as-
pect. Respectively, (Rajala, Hakanen, Mattila, Seppälä, & Westerlund, 2018) points 
out the need for self-reinforcing business models for sustainable systems-of-systems, 
but does not discuss the feasibility of solution deployment.

While potentially sharing a common manufacturing supply chain, product items 
do not usually follow one uniform chain of ownership throughout their individual 
lifecycles. Therefore, an inter-industrial perspective combining both effective de-
ployment and self-sustainability is required in order to establish a prominent prod-
uct-centric information solution, enabling transformational insight into individual 
product behaviour across national and industrial boundaries.

2.2 Blockchain systems and smart contracts

Blockchain technology is often described as a combination of information technology 
elements and methods enabling the creation of decentralized, distributed, and repli-
cated digital ledgers. To this end, the technology employs e.g. peer-to-peer network-
ing, public-key cryptography, digital tokens, multi-version concurrency control, and 
a cryptographically concatenated chain of data blocks used to store database modi-
fications (Nakamoto, 2008).
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For this paper, we define blockchain systems strictly as 1) open source and 
open access technology compositions; 2) comprising a non-hierarchical peer-to-
peer networks without single points of failure or control; 3) which maintain con-
sensus over cryptographically concatenated, shared and replicated append-only da-
ta structures; 4) according to deterministic self-contained consensus algorithms, 
void of external inputs such as validation by central authorities or off-chain signal-
ling (Slootweg, 2016). In other words, we make a clear distinction between block-
chain systems and the more loosely defined concept of distributed ledgers. A strict 
delineation of this kind is necessary, as the latter do not exhibit the same kinds of 
properties essential to solution deployment, as will be discussed later in this pa-
per in Section 4.3.2.

In a computational sense, blockchain systems can be characterized as distribut-
ed state machines: peer-to-peer networks capable of maintaining a single program-
matic state—or consensus—across the entire network and its shared data, without 
any single participant having authority over another. By employing Turing-complete 
programming languages, state-changing programs known as smart contracts can be 
created, stored and executed in the blockchain network to facilitate diverse distrib-
uted workflows (Buterin, 2013; “Ethereum Frontier Guide,” n.d.; Hukkinen et al., 
2019; Poon & Buterin, 2017; Wood, 2013).

Smart contracts can be described as programmatic containers for tokenized as-
sets. Essentially, they are persistent computer programs which have the ability to au-
tonomously govern assets and to execute transactions. Once assets are deposited into 
a smart contract’s address, they cannot be recuperated until the programming log-
ic of the smart contract permits it. The logic of the smart contract itself is protected 
by the distributed blockchain network: any unauthorized attempt to tamper with its 
design is obvious, and easily discarded by other participants (Buterin, 2013; “Ethere-
um Frontier Guide,” n.d.; Hukkinen et al., 2019; Poon & Buterin, 2017; Wood, 2013).

By default, the execution environment of blockchain-based smart contracts life-
less. In order to interact with the smart contract’s workflow in a state-changing man-
ner, one must compensate the network on a per-operational basis for providing ser-
vice. These compensations are also used to allocate request priority and to deter 
aberrant behaviour, such as requesting infinite computational loops. As each network 
interaction is bundled with its respective payment in this manner, any state-chang-
ing activities, such as database writes, are commonly referred to as ‘transactions’ in 
the blockchain vernacular (“Ethereum Frontier Guide,” n.d.).

For this paper, we define smart contracts as digital computer programs that: 1) 
are written in computer code and formulated using programming languages; 2) are 
stored, executed and enforced by a distributed and replicated blockchain network; 3) 
can receive, store, and transfer digital assets of value; and 4) can execute with vary-
ing outcomes according to their specified internal logic (Lauslahti, Mattila, Hukki-
nen, & Seppälä, 2018).
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2.3 Problem summary

Deploying product-centric information management systems over the product life-cy-
cle is cumbersome, regardless of the technical approach, as all parties involved in 
the product-life-cycle also need to participate in the information management solu-
tion. Attaining a critical mass for a digital platform often requires considerable ini-
tial investments. To deploy a solution, the participation of at least one market side 
must be first subsidized to attract other market sides onto the platform via indirect 
network effects (Armstrong, 2006; Caillaud & Jullien, 2003; Hagiu, 2014; Hagiu & 
Wright, 2015; Katz & Shapiro, 1994). Consequently, in order to compensate the high-
risk venture of establishing a solution in the first place, the pricing models often in-
volve significant economic rent, reducing the appeal of participation (Gawer, 2009; 
Hagiu, 2014; Tähtinen, 2018).

Thus, understandably, the question of control and ownership of a product-centric 
information system has been at the centre of attention in research and development 
(K. Främling et al., 2007). Recently, however, the problem of control and ownership 
has increasingly become reframed as a broader question of viable inter-industry de-
ployment, especially in the research domain of cyber-physical systems (Alam & El 
Saddik, 2017; Naphade et al., 2011; Porter & Heppelmann, 2014).

In addition to the problems related to deployment, another set of problems aris-
es from the complexity of dynamic multi-industrial environments. The problem with 
static workflow designs is that in today’s economy, supply chain structures are often 
complex and prone to reconfigurations (Ali-Yrkkö, Mattila, & Seppälä, 2017; Raja-
la et al., 2018). While at the industry level, the data integrations and the required 
reconfigurations may be manageable, at the inter-industrial level the complexity in 
this regard increases exponentially. Therefore, even if all the parties involved were 
fully motivated to co-operate to their best ability, product data regarding individ-
ual product items could still become fragmented due to the information asymme-
tries involved.

The third problematic dimension is related to the motivation to preserve the prod-
uct data workflow. So far, neither centralized nor peer-to-peer-based solutions have 
been able to provide a satisfactory solution to the problem of adequately incentiv-
izing solution sustainability beyond individual commercial interests. While central-
ized models have suffered from asymmetrical power structures and single-points of 
failure, peer-to-peer models so far have lacked proper governance models to foster 
sufficient network effects for the solution to perpetuate (Ahluwalia, 2016).
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3 Methodology
The proposal for an improved design presented in this paper was developed and eval-
uated by using an explorative design science research approach. Design science is a 
research method well suited for situations where a practical problem and its solu-
tion can effectively be examined through the development of a design artefact, such 
as a computer program, a system model, or a conceptual practice (Holmström, Ke-
tokivi, & Hameri, 2009; Peffers, Tuunanen, Rothenberger, & Chatterjee, 2008). The 
design science approach was selected because it enables a rigorous way of design-
ing, building, and evaluating a conceptualization for a product-centric information 
management system.

The study also incorporates elements of the methodology of systematic com-
bining where an emergent theoretical framework, the empirical fieldwork, practical 
demonstration, and outcome evaluation are developed in a simultaneous, iterative 
process (Dubois & Gadde, 2002, 2014). While systematic combining is particular-
ly useful for proposing new approaches and ideas for conceptual research, the main 
focus of this study is in new practice design. It assumes an integrational approach, 
providing a cross-disciplinary evaluation of the applicability of blockchain technol-
ogy to address the challenges of introducing product-centric information manage-
ment in an inter-industrial setting.

A former case study is also exploited and modified to demonstrate some of the 
key aspects of the conceptualized design proposal (Eisenhardt, 1989). The demon-
stration was iteratively developed and contextualized to a relevant product item ex-
ample and industry setting. The programming of this design artifact draws from the 
methodologies of computer science (Ayash, 2014).

Through an evaluation procedure, design science enables research objectives to 
be addressed and problematic areas to be charted and pinpointed at an early phase, 
without waiting for large-scale implementation. To evaluate the validity of the de-

Table 1. A description of the evaluation interviews
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sign proposal, and to provide further in-depth insights into the conceptualization, 
two rounds of seven qualitative interviews were conducted in a semi-structured man-
ner. The interviews were not intended as a substitute for field testing of the design 
proposal, but for evaluating the key assumptions and concepts, as well as mapping 
the critical issues related to the implementability of the design. In other words, the 
aim was to involve the interviewees in exploring what aspects of the problem situa-
tion are important from the interviewee perspective, and how these concerns relate 
to their view and evaluation of the design proposal. A description of how the evalu-
ation sessions were carried out is presented in Appendix A.

The interviewees were selected in an opportunistic fashion, based on their cre-
dentials and expertise, and their heuristically evaluated ability to provide the most 
valuable insights on the design proposal. The first round of evaluation interviews in-
volved a generic system-level demonstration which was not contextualized to any 
particular product item or industrial setting. The follow-up interview round involved 
a more detailed and contextualized iteration of the design proposal with a specified 
product item, a conceptual data model of the product system architecture (not to 
be confused with a product data model), and an improved source code artefact with 
more elaborate incentivization and payment mechanisms. The follow-up interviews 
also involved a Delphi segment (Dalkey & Helmer, 1963) which allowed the inter-
viewees to comment on the summarized key points from the first round of inter-
views and to readjust their views. The interview questions around which the inter-
views were framed is included in Appendix B.

4 Solution proposal and demonstration

4.1 Objectives for a solution

On the basis of the problem summary in Section 2.3, we determine that the main ob-
jective for a solution is a design for a product-centric information management sys-
tem which can be deployed across many industries in terms of costs, coordination, 
and critical mass, and which can sustain its own existence independently. We pos-
tulate that in order to achieve such a design, the system should be able to satisfy the 
following conditions and specifications: Firstly, the design proposal should be able 
to a) enable participation of all the willing parties. In order to achieve this, the system 
should feature ahierarchical governance. Secondly, the proposal should be able to 
b) prevent data and workflow fragmentation in a dynamic environment. For this pur-
pose, the system should be based on replicated and distributed architecture. Thirdly, 
the design proposal should be able to c) ensure data and platform sustainability over 
the complete lifespan of product individuals. For this reason, the system should in-
volve an inherent incentivization mechanism.
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4.2 Design principles

We address the research problem and our objectives for an improved design with 
an approach based on blockchain technology. The motivation for choosing this ap-
proach stems from the observation that permissionless open source blockchain sys-
tems exhibit a range of properties which conveniently line up with our objectives for 
a solution. Firstly, due to their ahierarchical governance structure, blockchain sys-
tems can be well-suited for enabling participation. Secondly, their blockchain data 
structure and consensus mechanism can be very effective in maintaining multi-ver-
sion concurrency control in a decentralized fashion. And lastly, crypto-token-based 
incentivization mechanisms can be directly incorporated in their participation pro-
tocol. Furthermore, the chosen approach comes with a proven track record of sever-
al peer-to-peer networks already having been successfully deployed in the described 
manner in the past (e.g. Bitcoin, Ethereum).

In order to accomplish our objectives for a solution, the demonstration of the de-
sign proposal needs to show that blockchain systems can be used to involve new par-
ties in the product data system. The demonstration also needs to demonstrate that 
blockchain systems can be used to include new information as a part of the prod-
uct-centric information management system. Furthermore, the capability for facili-
tating adequate incentive structures also needs to be demonstrated.

In this paper, we demonstrate these abilities by employing a smart contract to fa-
cilitate a product individual’s lifecycle journey. The smart contract was designed for 
Ethereum, as it represents a suitable deployment environment successfully estab-
lished in a similar manner as conceptualized in this paper. The other option would 
have been to establish an entirely new blockchain network as a designated deploy-
ment environment for product-centric information management. While perhaps bet-
ter suited for the actual purpose of the use case, this approach would be difficult to 
demonstrate in a similar capacity and therefore was not pursued in this paper.

In transitioning from product class data to product-centric information man-
agement on individual product items, the number of required transactions can be 
expected to increase many-fold. Furthermore, as individual product items journey 
through their individual product lifecycles and paths of ownership, the number of 
information sources and different data system interactions can also be expected to 
increase heavily. In order to ensure that the data regarding all the product individu-
als is provided by all the relevant parties, data provision should be directly rewarded 
at the level of the participation protocol. For seamless inter-industrial functionality, 
the system should be constructed so that data exchange can happen spontaneously. 
In other words, no premeditated ad hoc data system integrations should be required 
between the participants, other than with the blockchain network itself. To this end, 
the demonstration also illustrates how these incentivization mechanisms can be fa-
cilitated by a blockchain-based system design. Furthermore, we also conceptualize, 
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how the provision and the development of the product-centric information system 
itself can be incentivized by a blockchain-based approach.

4.3 Demonstration of blockchain-based deployment: 
 A loader crane for commercial vehicles

The demonstration of deployment concerns an illustrative product individual, a load-
er crane for commercial vehicles. These types of loader cranes are manufactured by 
companies such as Palfinger of Austria, and Hiab of Sweden. The loader crane is typ-
ically mounted on a new vehicle before delivery to the customer by the dealer. How-
ever, it may also be installed on a vehicle at a later time by the OEM of the loader 
crane. When the vehicle reaches the end of its life-cycle, the loader crane can be re-
mounted to a different vehicle. This way, the life-cycle of the crane exceeds that of 
the vehicles to which it is mounted. Over its life-cycle, the loader has many differ-
ent owners. Furthermore, not only can it be mounted to different vehicles, it can 
also be repurposed and refurbished by other organizations than the OEM. Product 
individual data on the loader crane needs to be collected in many countries due to 
safety regulations.

4.3.1 Participation protocol overview

To demonstrate the conceptualization drafted according to our specified design prin-
ciples, we present an example protocol of a manufacturer deploying product-cen-
tric information management over the product life-cycle of a loader crane (see Fig-
ure 1). We demonstrate how the relevant contractual and incentive functionalities 
in each step are defined in the source code that forms the smart contract in Appen-
dix A. The complete and functional source code for the demonstration can also be 
found at (Valkama, 2020).

The participation protocol of the demonstration begins with the reception of a 
new loader crane order by the manufacturer. At this stage, we assume that the smart 
contract facilitating the workflow for the product life-cycle journey is already de-
ployed in the environment consisting of e.g. vehicle manufacturers, loader crane 
OEMs, truck dealers, trucking firms, and service and maintenance companies. In this 
conceptualized implementation, after the crane has been manufactured, the man-
ufacturer sends a transaction to the smart contract, requesting that a new product 
item life cycle journey representing the physical crane is established in the block-
chain and its ownership assigned to the manufacturer. In addition, the request con-
tains manufacturing information such as crane model specifiers and a serial number 
to be stored on the product item (1).
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Figure 1 Participation protocol for blockchain-based deployment of product-centric 
 information management over the life-cycle of a loader crane
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After this step has been executed by the smart contract (2), the manufacturer 
can now control the product item in the product data system. As the current owner 
of the product item, it is possible for the manufacturer to store additional data to the 
lifecycle journey or query the data already stored without any extra fee.

Upon the sale of the crane to a vehicle manufacturer the crane manufacturer initi-
ates a new transaction in the smart contract in order to transfer the ownership of the 
product item to the new owner (3). Consequently, the smart contract checks for the 
permission to perform the request and updates the lifecycle journey accordingly (4).

Over the life-cycle of the loader crane, a multitude of information relevant to dif-
ferent parties is accumulated and can be linked to the smart contract. In the exam-
ple scenario, once the vehicle manufacturer receives the crane from the loader crane 
manufacturer, the crane is required to pass an individual inspection performed by a 
certified authority before it can be installed and used on a vehicle. After the inspec-
tion, the vehicle manufacturer sends a transaction to the smart contract in order to 
store the location pointing to the inspection data (5). Upon receiving the request, 
the smart contract ensures that the sender of the request is the current owner of the 
product item and then stores the datum to the smart contract (6).

Once the crane has been mounted onto a vehicle, the vehicle manufacturer de-
livers the assembly to a truck dealer to fulfil a pre-existing purchase order on the ve-
hicle. Upon the delivery, the vehicle manufacturer sends a transaction to the smart 
contract in order to transfer the ownership of the product item to the truck dealer 
(7). The smart contract once again checks for the required permissions and then ex-
ecutes the transfer of the ownership (8).

Before putting the vehicle out for sale, the truck dealer must complete the vehi-
cle registration process and provide documents to the registration authority which 
prove the vehicle’s suitability for its intended use. In order to do this, the truck dealer 
requires all the relevant information regarding the vehicle’s life-cycle journey. To ob-
tain this information, the dealer first sends transactions to the smart contract to pay 
for the access to the manufacturing and the inspection data from the smart contract 
(9). Upon receiving the payment transactions, the smart contract deposits credits 
to the accounts of both the loader crane manufacturer and the vehicle manufacturer 
for the data they have contributed earlier. Subsequently, the smart contract grants 
the truck dealer access to the data (10). After the payment transactions have been 
successfully completed, the truck dealer sends queries to the smart contract to read 
the relevant data (11). Finally, the smart contract checks that the truck dealer has 
the valid access and returns the requested data (12). The truck dealer can now pro-
ceed with the registration of the vehicle.
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4.3.2 Incentivizing the provision of the product-centric information 
 system

The successful deployment of an inter-industrial product-centric information sys-
tem, such as the one outlined for the loader cranes, is intricately linked to the con-
cept of network effects. In economics, a direct network effect occurs when the value 
to an agent from using a product, a service or a system depends on the extent of its 
use by other similar agents. Indirect network effects, in turn, occur when such an in-
crease affects the users of a different product, service or system (Armstrong, 2006; 
Caillaud & Jullien, 2003; Katz & Shapiro, 1994).

Blockchain-based solutions incorporate a mechanism for a positive feedback loop 
of indirect network effects to incentivize solution deployment. In essence, the block-
chain-based operations described in Appendix A begin by drafting a participation pro-
tocol—an elaborate set of rules of engagement to which the participants must ad-
here in order to be acknowledged by the peer-to-peer network. The actor who initially 
seeks to create the solution for loader cranes starts the deployment by formulating 
and publishing the participation protocol. Blockchain systems make use of this par-
ticipation protocol by inherently embedding financial incentive structures for plat-
form collaboration directly into the protocol itself.

The protocol is open, both allowing new actors to join, as well as the introduc-
tion of other types of products than loader cranes. Figure 2 illustrates the positive 

Figure 2 The growth-fostering positive feedback loop of network effects in 
 blockchain systems
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feedback loop of network effects in blockchain-based deployment. The blockchain 
system involves a set of rules to which all participants must adhere in order to be ac-
knowledged as members of the network. By contributing computational work, as in-
structed by the rules of the system, the network enforces a single state of the partic-
ipation protocol (1). The participation protocol handles each product individual’s 
lifecycle journey and the interactions with it, including the payment transactions for 
providing product data (2). As each payment also includes a compensation to the 
network operators for providing service, this incentivization attracts more partici-
pants to provide data and to operate the network (3). As the network grows larger, 
contributing even more computational work (1), the participation protocol grows 
more robust, making the data and the respective payments in the system more valu-
able (2). This, again, strengthens the incentives to participate (3), and so on (Athey, 
Parashkevov, Sarukkai, & Xia, 2016; Athey & Roberts, 2001; Catalini & Gans, 2016; 
Mattila & Seppälä, 2018).

4.3.3 Incentivizing the provision of product data

A product datum regarding an individual loader crane can be of very low value to the 
transacting participants in itself. Therefore, it can be difficult to facilitate the cor-
responding payments globally in a dynamic environment by any traditional means. 
Furthermore, in order to maintain the decentralized quality which makes the solu-
tion appealing to all parties, the payment processing should also be executed in the 
same decentralized manner.

While blockchain systems can be used for direct payment processing, they do not 
scale well in terms of transaction throughput capacity. Therefore, directly facilitat-
ing payment transactions through smart contract workflows can quickly become in-
feasible in large numbers (Hukkinen et al., 2019). Blockchain systems do, however, 
enable an alternative microtransaction mechanism through the use of crypto-min-
ing payments.

Crypto-mining payments are based on the fact that blockchain systems, require 
constant inputs of computational work to maintain their single state. Normally, pro-
viding this work entitles its contributors to rewards in the form of cryptographic to-
kens of value in order to incentivize participation. The rewarding is carried out via 
an inflationary tax on the entire network by issuing a small number of new tokens 
to the recipient of the reward, thus adding tokens into the token supply of the net-
work and depreciating the value of each individual token in the process (Mattila & 
Seppälä, 2018).

In crypto-mining payments, the cost of the computational work contributed to 
the network and its respective reward are disentangled from one another to facili-
tate a payment transaction (see Figure 3). Once the seller has provided the item of 
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sale to the smart contract (1), the buyer contributes computational work to main-
tain the network’s concurrency control, expending electricity which effectively con-
stitutes the payment (2). The smart contract then allocates the respective mining 
reward issued by the network to the seller (3). Finally, the item of sale is delivered 
to the buyer (4). In essence, in crypto-mining payments, the act of making a pay-
ment always simultaneously contributes to the provision of the payment process-
ing platform itself (Pearson, 2018; Rüth, Zimmermann, Wolsing, & Hohlfeld, 2018).

5 Evaluation

5.1 Technical design

The interviewees unanimously considered the loader crane a good product example 
and an appropriate industrial setting for the conceptualized design proposal. Two 
of the interviewees commented (#2,3), however, that while the conceptualization 
seems well-suited for the loader crane—i.e. a product of mid-range complexity—in 
reality product-centric information management must be extended to far simpler 
products and sub-components than the crane; In such cases, tracking the material 
and component identities and incentivizing collaboration could become more chal-
lenging via the conceptualized design, according to the two interviewees. Mostly the 
interviewees agreed (#1,4,5,6,7), however, that in a full implementation, the partic-
ipation protocol could be expanded to facilitate the real-world complexity of a prod-
uct individual’s life-cycle.

The final iteration of the participation protocol was considered a sound design 
and logically coherent by all of the interviewees. One of the interviewees felt (#4), 
however, that a better possible way of configuring the participation protocol would 
have been to assign the loader crane product individual with its own unique identity 
in an equivalent manner to the manufacturer and the owners, and to use the smart 

Figure 3 The mechanism of a crypto-mining transaction, as conceptualized in the 
 participation protocol
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contract’s workflow only as a transaction link layer for the identities, the data, and 
the associated payments: “This, I think, would have been more in line with the current 
Industry 4.0 digital twin mentality. The added benefit here would be that this participation 
protocol could guarantee the identities of the agents and product individuals when interact-
ing through this kind of a link layer.”

As a noteworthy point for further development, one of the interviewees also re-
marked (#7) on the design proposal’s low threshold for extensive field testing: “One 
good thing about this conceptualization is that it wouldn’t be a huge effort to try this in 
practice. It’s a classic example of a problem that is so complex that it’s difficult to antici-
pate what would happen, so the easiest way to find out would be to simply try it out. And 
since the concept itself mainly deals with metadata, the risks for the participants would al-
so be quite low.”

5.2 Enabling participation

In Section 4.1, we postulated that in order to achieve our design objectives, the de-
sign proposal should feature ahierarchical governance to enable full participation by 
all the willing parties. To reflect this design principle, the solution proposal was based 
on a peer-to-peer blockchain architecture with no centralized authority or any des-
ignated individual or group responsible for the solution provision.

The distributed design approach was considered a good and sensible starting 
point for enabling open participation by all interviewees. Interviewees mostly agreed 
(#1,4,5,6,7) that successfully establishing an inter-industrial infrastructure at scale 
will require some new type of an approach. While a caveat offered (#1,6) that start-
ing in the right place does not necessarily mean arriving at a functional solution, the 
proposed design was generally seen (#1,4,5,6) as a step in the right direction in the 
design principles. As described by interviewee #4: “If we think about the loader crane 
industry, this kind of a systemic approach and the entire platform-building way of think-
ing is still quite alien to them. However, I think this is the only way to enable vast collabo-
ration between different agents around a single product individual’s lifecycle. I don’t think 
any other approach would work at such a high level of scope.”

The interviewees also largely agreed (#1,4,5,6,7) that the conceptualized open 
source, open access, and blockchain-based deployment would significantly reduce 
the costs of solution deployment and lower the barriers of entry into the product da-
ta market. The interviewees mostly agreed (#1,4,5,6,7) that the open access design 
and the role flexibility in solution provision should make participation more inviting, 
as its less constrictive nature means that participants are free to pursue business op-
portunities without restrictions by the solution provider. For inter-industrial deploy-
ment, this prospect was also considered pivotal (#1,4,6,7) because of the excessive 
difficulty of any solution provider anticipating all the use cases and business mod-
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els in which potential participants are interested in an inter-industrial setting. How-
ever, arguments were also made (#1,4,6,7) that certain functions could still end up 
requiring centralized services to be offered on top of the system, involving addition-
al fees for the users; For example, the identities of the users and the product items 
could turn out difficult to onboard in a completely decentralized fashion.

While the open access to become a provider for the solution architecture was al-
so considered (#2,3,4,6) beneficial for the trustworthiness of the system, one inter-
viewee had (#7) reservations in this regard: ”With this kind of deployment, the network 
could end up being operated by parties not really involved in the supply chain structures at 
all. Of course, then you are faced with administrative questions, such as can these parties 
be trusted and is it really sensible that just literally anyone can start operating the data net-
work. Or do we, after all, want to retain a little bit more control in the hands of those who 
actually use the data and the system?”

Some concerns were also raised regarding the scalability of the conceptualized de-
sign. These concerns were mainly related to three key points. The first point of con-
cern mentioned (#1,2,5,6) by the interviewees was the possibility of runaway costs 
due to system inefficiencies as the system is scaled up. This consideration stemmed 
from the technical properties of the conceptualized solution architecture (e.g. the 
requirement of constant inputs of computational work).

Another point of concern brought up (#1,5,6) regarding scalability had to do with 
the practical difficulty which often arises in the finer details of scaling up proofs-of-
concept and other conceptual solutions. Building conventional IT solutions is a safer 
practice with a lot more history and experience on avoiding the potential pitfalls. A 
novel permissionless blockchain-based approach at scale is likely to produce a vari-
ety of unforeseeable problems and security issues, such as uncharted attack vectors, 
which need not have been considered in more traditional approaches.

Lastly, the third scalability-related point of concern mentioned by one interview-
ee (#2) was the presence of “walled gardens”—the purposeful lack of interopera-
bility maintained by some industry actors as their competitive strategy. Some inter-
viewees felt (#4,6), however, that this kind of a mindset was becoming less common 
and would be phased out by the market within the next 5–10 years; While custom-
ers have not been willing to pay extra for smart product features, market competi-
tion is making the smart product approach increasingly a necessity in maintaining a 
competitive product.

5.3 Preventing data and workflow fragmentation

As our second design objective we stipulated that the system should be based on rep-
licated and distributed architecture in order to prevent data and workflow fragmen-
tation in a dynamic network.
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Contemporary solutions to product information management have often involved 
building case-specific ad hoc integrations between the data systems of the vendor 
and the client. Many of the interviewees expressed (#3,4,5,6) the opinion that due 
to the difficulty of indexing such ad hoc solutions in current configurations, the con-
ceptualized design proposal could help locate the source of product data with great-
er ease. As explained by interviewee #6: “When a new system comes along, an integra-
tion is built to each pre-existing system. And so the number of APIs absolutely skyrockets, 
and the system doesn’t scale. And at the end of it all, the PLM people are left wondering 
where the master data is coming from, which systems are integrated with what, and so on. 
This conceptualization could provide a standard way of transferring the product data be-
tween all the various systems.”

The conceptualized design proposal was purposefully left agnostic in terms of 
the product data format and meta data standards. The interviewees largely consid-
ered (#1,2,3,4,6) this a valid decision, pointing out that specifying a universal stan-
dard suitable for the needs of all actors in a cross-industrial context would be ex-
ceedingly difficult.

Defining machine-readable formats and relevant meta data standards was, how-
ever, considered (#1,2,4,5,6) one of the most important aspects for any shared in-
ter-industrial or even intra-industrial use to be possible. For example, as pointed out 
by one of the interviewees (#1): “You want the information fields to have enough flex-
ibility to be able to cover anything, like a potential repurposing of the product, but at the 
same time, you need enough rigidity to pick up the elements that are important for the load-
er crane. You need to have the different loader crane manufacturers input similar data in 
comparable form. That structure is really important.”

Some the interviewees elaborated (#1,3,4,5,7) that determining such data on-
tologies was a task best left for the markets and the soft law efforts of each specific 
industry. As expressed by interviewee #3: “At the end of the day, everything hinges on 
what kinds of product data models are demanded by the customers. This way, companies 
could be forced to switch over to using different kinds of models.”

In the demonstration’s participation protocol, the product data is not stored in 
the blockchain, as such an approach would hardly be technically feasible. This as-
pect aroused both positive and negative considerations. The most obvious concern 
was the fact that the product data still needs to be stored somewhere. While the con-
ceptualization does not describe in detail how the product data could be stored, the 
interviewees were (#1,4,6,7) open to the exploration of InterPlanetary File System 
-style solutions. InterPlanetary File System (IPFS) is an open-access peer-to-peer 
network designed to store data by using content-based addressing. In other words, a 
given address always points to the same content, thereby preventing data fragmen-
tation within the network1.

As a positive side, not storing the product data into the blockchain database was 
seen (#2,4) to enable further access control by each data provider at their end as 
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they see fit. One noteworthy possibility enabled by this aspect, as pointed out (#4) 
by one of the interviewees, would be the facilitation of product-centric data products. 
Differing from data-driven applications, such as software solutions using API-based 
data for analytics, data products are independent, self-adapting entities which com-
bine data inputs with analytical tools and models to produce new outputs of broad-
ly applicable refined data (J. Kim & Bengfort, 2016). Currently, the API-driven solu-
tions utilized in contemporary approaches are insufficient to construct and manage 
data products effectively. The conceptualized design proposal could offer a way to 
record and track the product and user identities, ownership relations, and the rele-
vant data ontologies in a more constructive manner.

5.4 Ensuring data and solution sustainability

As the third objective in our design approach, we stated that the system should in-
clude an incentivization structure in order to ensure data and solution sustainabili-
ty over the complete lifespan of product individuals.

One potential problem in this aspect which was pointed out (#1,3,7) is that de-
signing universal incentive structures can be overwhelmingly difficult. For example, 
if actors were directly compensated for performing transactions of data into prod-
uct items’ life cycle journey, this could lead to the said actors purposefully bloating 
the system. Similarly, if a generic part of lesser quality is used in maintenance, add-
ing this information to the product data could reduce the resale value of the prod-
uct. Therefore, the owner may not be inclined to do so, regardless of the incentives 
embedded in the participation protocol.

While many of the interviewees felt (#2,3,7) that the problems stemming from 
humans cutting corners cannot be mitigated by incentives embedded in the partici-
pation protocol, the resulting market mechanism could alleviate the problem, as ex-
plained (#1) by one interviewee: “If there are 100 fields which should be inputted for the 
loader crane, is there an incentive to update the fields that are the most popular and have 
the most valuable use cases? When the system has the incentive mechanism you have con-
ceptualized, I think it will happen organically. When you leave it to a market mechanism, 
the market will find out which data is more valuable.”

Another point raised (#2,3,4,6,7) by many of the interviewees regarding the par-
ticipation protocol was that the system cannot necessarily be perpetuated with inter-
nal token incentives alone. Some external motivation for preserving the product data 
is required outside of the system itself. The interviewees estimated (#1,4,5,6) that 
the stakeholders in the loader crane’s lifecycle would be willing to pay in the order 
of magnitude of tens to hundreds of euros for relevant data on their product items 
to be made available upon request, depending on the specific circumstances. This 
was seen to be motivated by e.g. opportunities of increased sales and modernization, 
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regulatory compliance, and reverse logistics at the end of the product lifecycle. Heu-
ristically, the amounts were considered (#1,4,5,6) sufficient to enable the sustained 
facilitation of the curated workflow, as proposed by the design.

The crypto-mining payments conceptualized in the design proposal provoked a 
mixed reception. On the one hand, the idea was widely considered intriguing. The 
notion that every payment transaction also simultaneously contributes to the provi-
sion of the underlying payment processing architecture was largely seen (#1,2,4,5,6) 
as an interesting prospect for fostering positive network effects and producing a 
positive scaling effect for the deployment of the network. Also, the implications for 
machine-to-machine payments and the idea that smart devices equipped with some 
CPU capacity and an internet connection could autonomously pay other devices di-
rectly for the curation of their own product data throughout their lifecycles mostly 
aroused (#2,3,4,5,6) interest.

On the other hand, a majority of the interviewees was concerned (#1,4,6,7) that 
implementing such a payment model would create an extra layer of unnecessary com-
plexity and token price stability issues, potentially requiring some kind of a middle-
man to mitigate. Also, in regard to the prospect of M2M payments, it was pointed 
out (#1,2,3,6) that currently, the vast majority of industrial internet devices in use 
do not have the required smart capacity to carry out such payments. In the words of 
interviewee #6: “Usually the software in products like loader cranes is quite specialized 
and proprietary, so I imagine adding the capability for crypto-mining payments would be 
quite a painful endeavour in a larger scale.”

Due to these considerations, mostly the interviewees largely agreed (#2,3,4,6,7) 
that while an interesting prospect in its own right, crypto-mining payments would 
not be feasible as the only possible payment option in the present configuration of 
industrial systems.

6 Discussion

Several limitations apply which should be acknowledged when interpreting this ex-
ploratory study and its findings. Firstly, this study did not explore the integration of 
the demonstrated design proposal with other IT systems. Secondly, the study did not 
consider the details of viable product data formats in product-centric information 
management or the heterogeneity of real-world product data in general. Thirdly, the 
study did not address the question of how the actor and product identities could be 
onboarded in a fully decentralized fashion.

The applied semi-structured interview approach is limited in comparison to the 
more extensive field testing needed for empirical findings and design iterations in 
accordance with the design science process. The purpose of the loader crane demon-
stration and its evaluation was not to capture the complexity of a real product lifecy-
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cle, however, but to illustrate how a blockchain-based deployment of a product-cen-
tric solution could be configured to facilitate the necessary core functionalities for 
handling the product data, the agent identities, and the incentivization mechanisms 
required for a full scale implementation. Aiming at a solution that can be deployed 
across different environments over a long period of time, we seek to contribute to 
the research on viable inter-industrial deployment (Alam & El Saddik, 2017; Naph-
ade et al., 2011) and self-sustained platforms (Blossey et al., 2019; De Filippi & Love-
luck, 2016; Mattila & Seppälä, 2018).

While the use of a blockchain-based system offers a different set of abilities than 
more conventional approaches, some general problematic aspects regarding its uti-
lization remain which were also not addressed in this paper. For example, while the 
participation protocol can algorithmically manage the solution provision and the 
product data workflow, the governance of more strategic development goals remains 
an open question in the research of blockchain systems (Mattila & Seppälä, 2018). 
Also, some criticism has also been presented regarding the alleged decentralized na-
ture of blockchain systems in the first place (Walch, 2019).

The proposed approach enables anyone to freely enter the system in any market 
role and to produce open innovations for all areas and functions of the system. This 
approach, we anticipate, would create power dynamics where all participants are—
not necessarily de facto equally powerful—but at least algorithmically equipotent and 
equally privileged by default. In such a system configuration, no participant would 
have an obligation to participate in the development, provision, or financing of the 
system architecture and its auxiliary services, but respectively, no participatory role 
or function would be off-limits to any participant willing to engage in its provision.

The proposed design presented in this paper extends product data management 
beyond standard systems. In our proposed design, many such systems are linked in 
a controlled way, with the product individual as the focal and organizing entity. Even 
when different actors use their own solutions for product life cycle management in-
formation, this information is purposefully collected and distributed between these 
many systems and actors. Our proposed solution makes it possible to incentivize the 
collection and distribution of high-quality and high-value product lifecycle informa-
tion for many different types of product data residing in different systems. This is 
achieved through a mechanism for different entities to initiate and reward this con-
trolled linking. For example, for a composite product with different modules, the 
product design and manufacturing information is located in the different PLM sys-
tems of the OEMs (e.g. Windchill, Teamcenter). The asset and performance data 
is located in the current and previous owners’ operational systems (e.g. IBM Maxi-
mo, Avantis EAM), and service delivery in the systems of different service providers 
maintaining and supporting the systems (e.g. SAP, Odoo). With the proposed solu-
tion, an OEM or a product owner can incentivize other parties to collect and share 
data on product individuals.
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The results of this study suggest that while significant challenges for implemen-
tation exist in the current industrial landscape, the applicability of blockchain tech-
nology to the problem of product-centric information management has so far been 
perceived narrowly in academia, largely overlooking its potential significance to sus-
tained inter-industrial deployment. This observation supports the earlier findings of 
(Blossey et al., 2019) where the authors state that the “[supply chain] applications of 
blockchain technology mostly focus on efficiency improvements and risk mitigation from a 
single-firm perspective. – – However, this perspective largely omits the institutional innova-
tion potential of blockchains reorganizing supply chains for collaborative ecosystem-based 
value creation.”

The insights provided by this study regarding the incentivized deployment of 
blockchain solutions for product-centric information management may also help 
the deployment of similar distributed data sharing solutions intended for other pur-
poses and other sectors of society. The conceptualization delineated in this paper 
may be especially helpful in cases where the aim is to establish auxiliary services and 
solutions for business processes that are not core to any of the participants involved. 
Furthermore, the conceptualized design could also enable an approach where data 
products on product individuals were manufactured to order, and the curated work-
flow of the participation protocol served as an index on where the data product could 
be requested. If successful in its deployment, due to its agnostic data ontology, the 
system could also be expanded to house a variety of all kinds of data products. Also, 
the technique could be utilized to manage data in other contexts than product data 
management, e.g. direct from design manufacturing.

7 Conclusion

Our study offers a new network-effect-driven perspective on how inter-industri-
al data sharing solutions could be established and maintained through a block-
chain-based approach, including system development, deployment, and payment 
processing. In most contemporary design proposals for product-centric information 
management, the deployment and workflow structures of digital interactions are 
unilaterally controlled by the service provider who is also providing the underlying 
technical architecture. By disentangling the solution provision from the control of 
the data and the workflow, hindrances in the integrational development of inter-in-
dustrial digitalization could potentially be alleviated, thus enabling more wide-
spread adoption. Further studies are encouraged for the inter-industrial perspec-
tive to product-centric information management, with a design focus on sustained 
solution deployment.
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Appendix A: 
Protocol for blockchain-based deployment
In the following sections, we will present data model, and the different operations 
that allow the deployment of the loader crane according to the scenario described 
above. The complete and functional source code for the demonstration can also be 
found at (Valkama, 2020).

A.1 Product system design

The conceptual data model of the conceptualized system is illustrated in Figure A. 
The product system contains a collection of product items which are owned by ac-
tors such as manufacturers or dealers. The product items each contain a collection 
of item datums. Consequently, each datum added to a system has an originating ac-
tor who is thus considered as the contributor of the datum. Only the contributor of 
a datum can read the particular datum without cost while all other actors in the sys-

Figure A The conceptual data model of the product system modelled as an 
 Entity-Relationship (ER) diagram
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tem are subject to a fee to be able to access it. The actors who have paid the fee are 
represented in the figure as having the permit to read a datum.

The implementation of the conceptual data model in Solidity, the language used 
to describe smart contracts in the Ethereum blockchain platform, is shown below:

The actors in the system are represented simply as Ethereum addresses in the 
smart contract. This establishes a unique identity to each actor and allows for au-
thentication and access control of the smart contract operations in the Ethereum 
platform. Furthermore, a simple associative array style data structure of string keys 
and (datum) values was chosen to represent the product item data. As per the ob-
jectives, this imposes minimal restrictions on how to structure and model the prod-
uct item data, thus enabling different industries to develop their own standards. The 
requirement of using only textual formats for data also allows for better interoper-
ability across systems and actors. Furthermore, the requirement also discourages 
polluting the product system with e.g. proprietary binary files that are of no use on 
a larger scale when considering the entire life cycle of a product item and the larg-
er systemic perspective.

The next sections will cover the different operations that are required to imple-
ment the semantics of the smart contract, as described in the example scenario. In 
addition, JavaScript example code of how the smart contract could be called from 
the client side will be shown.

A.2 Creating a product item life cycle journey

Just as every loader crane in the physical realm goes through a journey of events over 
its life cycle, respectively, the life cycle of each corresponding product item object in 
the smart contract can be structured in the same manner. All the product items be-
gin their life cycle journey in the smart contract when a manufacturer sends a trans-
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action to the smart contract, requesting the creation of a new product item with the 
supplied manufacturing data:

Upon receiving the request sent by the client, the smart contract stores a new 
product item to the blockchain with the manufacturing data and the sender of the 
transaction (the manufacturer) as its initial owner. Additionally, the smart contract 
sends an event, that can be subscribed to by clients, signalling the creation of a new 
product item:

A.3 Transferring the ownership of a product item

When the ownership of a physical loader crane is transferred, the product item in 
the smart contract must also undergo a transfer of ownership so that the new own-
er can control the product item. The ownership transfer process is initiated by the 
current owner by sending a transferral request transaction from the client side to 
the smart contract, with the product item identifier and the Ethereum address of the 
new owner as parameters:

Before executing the transfer of the ownership, the smart contract checks that 
the sender address of the transaction is the same as the address of the owner of the 
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product item. If the sender is not the same as the owner, an error is returned, and 
the transaction is aborted. After ensuring that the sender is the owner of the prod-
uct item, the new owner is assigned to the product item and the transaction com-
pletes successfully:

A.4 Assigning new data to a product item

As a loader crane journeys through its individual life cycle, it goes through a unique 
sequence of transformative events. Respectively, the information contained in the 
product item must be updated to reflect these changes accordingly. To associate new 
data to the product item, the owner sends a transaction to the smart contract, us-
ing the product item identifier, the key identifying a particular datum, and the da-
tum itself as parameters:

Upon receiving the request, the smart contract first checks that the sender ad-
dress of the transaction is the same as the current owner and then updates the prod-
uct item, associating the datum by its key. Additionally, the address of the sender is 
stored along the new datum so that the smart contract will later be able to identify 
the actor who has contributed the particular datum to the system:
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A.5 Paying to access product item data

If an actor wants to access a particular datum but is not its contributor, the actor 
must first pay a fee to obtain a right to access the datum. To this end, a transaction 
is sent from the client side with the product item identifier, the datum key and the 
payment amount as parameters:

Upon receiving the payment request, the smart contract first checks that the 
sender of the transaction is not the contributor of the datum. If the contributor and 
the sender are the same, the transaction is aborted. Otherwise, the smart contract 
will deposit the paid fee to the Ethereum address of the contributor and then issue 
access to the sender while also associating the timestamp of the current blockchain 
block with the permit:

A.6 Querying product item data

The product item data may be queried at various stages of the product item’s life 
cycle by various different owners. Furthermore, queries can also be made by others 
actors with access to the smart contract deployment, such as public authorities or 
third-party integration systems. However, only the original contributor of a partic-
ular datum may access it without a cost, whereas other actors must pay a query fee 
to obtain access. To query data from a product item, a read query is sent from the 
client side with the product item identifier and the datum identifier as parameters:
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Upon receiving the query request, the smart contract first checks whether the 
sender of the transaction is different than the contributor of the datum requested. 
If the sender and the contributor are the same, the requested datum is returned im-
mediately to the sender. Instead, if the sender and the contributor differ from one 
another, the smart contract will check whether the sender has access associated with 
the datum, and in case access has not expired, the datum will be returned:
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Appendix B: Interview guide
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Endnote
1 For additional information, see <https://docs.ipfs.io/introduction/>. Accessed on 21st of January 2020.
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Abstract
Decentralized ledger technologies (DLT), such as blockchains, have been primari-
ly designed to facilitate the exchange of unique, scarce items. This paper presents 
an alternative decentralization protocol based on anti-rival goods, which gain value 
in repeated use and are not confined by scarcity. We explain the technical approach 
behind the concept, referred to as shareable non-fungible tokens (sNFTs), and il-
lustrate our argumentation by presenting a pilot case on supporting the community 
of Streamr–an open-source, decentralized platform for sharing and streaming data. 
In addition to introducing this new token standard, we contribute to the discussion 
on the design of decentralized protocols and the growth of digital commons at large.

Keywords
Blockchain, Decentralized ledger technology, Anti-rival, Protocol, Digital commons
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1 Introduction
Following the path laid out by Bitcoin, blockchains are commonly perceived as en-
ablers of digital media of exchange in peer to peer (P2P) networks (Nakamoto, 
2008). While decentralized ledger technologies (DLT) have been suggested to fa-
cilitate new types of economies (Gencer et al., 2018; Lovett & Thomas, 2021; Swan, 
2015), the primary emphasis has been on establishing confidence among peers with-
out a centralized authority through an immutable log of transactions (De Filippi et 
al., 2020). Accordingly, the attempts to develop the technology have followed along 
this path, e.g., by suggesting ways to utilize and enhance the smart contracts with 
different functionalities (Mattila et al., 2021; Rajala et al., 2018) or simply combin-
ing on-chain and off-chain transactions to reduce resource consumption in logging 
the exchanges (Hukkinen et al., 2019).1

However, surprisingly few proposals have challenged the inherent nature of eco-
nomic exchange originating from the trade of physical resources. Digital technolo-
gies and infrastructures–including DLTs–are socio-technical systems (Nambisan et 
al., 2020) that reflect the whole society, its structures, and the economic rationale 
guiding their design (Mindel et al., 2018; Ostrom, 2005). Accordingly, the prevail-
ing economic institutions, including ownership, money, and banking, have evolved 
to facilitate the structure of our global economy. Such models have been highly ef-
fective in describing markets for goods that are essentially scarce, often produced by 
tapping into a pool of exploitable, limited resources (like physical ones) (Ostrom, 
1990). New, even radical, openings are needed that challenge our presumptions and 
the prevailing economic mechanisms in the design and development of economies 
based on purely digital goods.

This paper presents a promising approach to a DLT implementation that neither 
assumes nor requires artificial scarcity. Our insights are based on the work conduct-
ed in the ATARCA project, funded by the European Union’s Horizon 2020 research 
and innovation program. The vision of the ATARCA is to create new decentralized tech-
nology, “anti-rival tokens,” and scientifically founded proposals for new policies to en-
able efficient, decentralized, market-style trading and ecosystems for anti-rival goods 
to address these concerns.2

2 Background

A few key concepts are essential to the proposed vision. In particular, the discus-
sions on anti-rivalry, efficiency, and economic systems and institutions provide the 
background for the vision. Overall, the vision challenges the orthodox economic 
assumptions and proposes new thinking to facilitate an anti-rival economy for dig-
ital goods.
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2.1 Anti-rival goods and systems

For decades, economists and other scholars have differentiated between rival and 
nonrival goods. The basic principle is that rival goods lose value when consumed, 
whereas nonrival goods may be used repeatedly, without a loss of value (ATARCA, 
2022). In Nobel laureate Elinor Ostrom’s terms (2005), the value of rival goods will 
be subtracted upon use, meaning that their subtractability is positive. In contrast, 
several indications have been made that many digital or information goods have an 
“anti-rival” nature (Kubiszewski et al., 2010; Olleros, 2018). They differ from rival 
goods as anti-rival goods gain value when used, making their subtractability nega-
tive. Thus, the underlying economic principles for anti-rival goods are fundamental-
ly different (ATARCA, 2022).

Contradicting the traditional economic thinking on rival resources, which lose 
value upon use, anti-rivalry focuses on the repeated and expansive use of resources 
(Weber, 2004). Following Weber (2004), we call these anti-rival goods and the in-
centive and accounting mechanisms that encourage value creation through anti-ri-
val resource sharing anti-rival systems. As laid out in Table 1, anti-rival goods can be 
divided into “network goods,” whose subtractability is negative, typically due to net-
work effects, but that are excludable, and “symbiotic goods,” whose subtractability 
is negative and that are non-excludable (Nikander et al., 2020). Notably, both sub-
tractability and excludability are scales. Also, in many cases, the infrastructure on 
which the resources are handled affects the anti-rival properties of a good: e.g., if a 
sharing system has a significant transaction cost, a good loses its anti-rival charac-
teristic (Olleros, 2018).

Of course, there are already several kinds of economic structures that are not 
based on exchangeability. For example, trust and interpersonal (and interorganiza-
tional) relationships can be used to organize anti-rival resources in small-scale com-
munities (Barbrook, 1998; Ghosh, 1998). Large institutions can also set open-access 

Table 1 The six types of rival, nonrival, and anti-rival goods

  Subtractability
Excludability Rival Nonrival Anti-rival

Excludable Private goods Club/toll goods Network goods
 (e.g. coffee) (e.g. museum visit) (e.g. Fortnite)

Non-excludable Common-pool goods Public goods Symbiotic goods
 (e.g. ocean fish) (e.g. public beach) (e.g. internet)

Source: Nikander et al. (2020).
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policies for example in publicly funded research. Moreover, open-source software de-
velopment has for decades been successful in facilitating anti-rivalry through collec-
tive efforts toward a shared goal (Weber, 2004).

However, the mentioned alternative systems have not been without limitations. 
The systems have either remained on a small-scale (based on interpersonal trust or 
an agreement of a limited set of actors), relied on institutional power (public fund-
ing or policies), or fitted for only some specific context (like open-source software). 
While there have been efforts in externalizing these structures for more large-scale 
and mainstream use, such efforts are predominantly prone to the so-called tragedy of 
commons (Hardin, 1982): failures of collective action happen when the participat-
ing entities use up a common resource for their individual gain, resulting in negative 
externalities and diminishing returns to everyone due to resource overconsumption 
(Greco & Floridi, 2004; Ostrom, 1990). Clearly, such alternative economic systems 
have not comprehensively resolved all of our economic systems’ limitations.

2.2 Limitations of current economic systems

Our economic institutions, including ownership, money, and banking, have evolved 
to serve our global, rival economy well and the trade of most nonrival goods and ser-
vices somewhat sufficiently. As more and more goods have transformed into digital 
format (Yoo et al., 2012), markets have failed and changed (Nikander et al., 2020; 
Nikander & Elo, 2019), and new legislation and new technology have been intro-
duced.3 However, neither of these have–so far–attempted to transform the under-
lying logics of value capture and value extraction (i.e., how the value is divided and 
distributed among the creator and user, respectively). As a result, these markets con-
tinue to fail; goods are distributed in an inefficient manner, and the systems might 
also contribute to increasing inequality.

Anti-rival goods do not fit traditional markets in which supply and demand depend 
on inherent scarcity. While it has been long argued that information resources need 
different strategies than other resources (Shapiro & Varian, 1998), efficient markets 
are still understood under the conditions of perfect competition; when supply and 
demand are at equilibrium at a market clearing price. However, for goods that have 
a very high first fixed cost of production, very low marginal cost, and low secondary 
fixed costs, existing market mechanisms work poorly (Mueller, 2008).

Consider a simple example of a digital resource: (a piece of) information. Thanks 
to its digital format (i.e., the bits representing the good), basically any holder of that 
resource can replicate it infinitely. With modern technology, the cost of producing ad-
ditional copies of the obtained information or data is essentially zero (Weber, 2004; 
Yoo et al., 2012). This applies especially to anti-rival goods and is closely connected 
to the challenges of data markets (Koutroumpis et al., 2020; Nikander & Elo, 2019).
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New approaches to anti-rivalry can address the problems of the two identified 
market equilibria associated with digital goods (Koutroumpis et al., 2020; Nikan-
der et al., 2020): either data is not produced at all, or the data is sold at its copying cost. 
In terms of allocative efficiency, it has been commonly considered that consum-
er preferences are best met when consumers can access their desired digital goods 
at will, paying only the near-zero copying cost. Previous attempts in this field have 
often related to IPR (Intellectual Property Rights) laws to prevent unauthorized 
copying of digital goods (Landes & Posner, 1989); without proper structures, the 
initial production costs of digital goods cannot be covered, disincentivizing the cre-
ation of these goods. Hence, the prevalent mechanisms have relied on creating arti-
ficial scarcity, limiting the availability of the goods through legislation or technolo-
gy, thereby leading 1) to, per se, lesser efficiency due to some parties not receiving 
a copy of the product and 2) to increased enforcement and technology cost. Past re-
search has provided some conceptual models and anecdotal evidence on resolving 
such issues (Eloranta et al., 2019; Hakanen et al., 2022), while more work is need-
ed (Nikander et al., 2020).

2.3 DLTs for anti-rival incentivization

DLTs and token systems enabled by DLTs provide fertile ground for experimenting 
and testing the concept of anti-rival tokens. Digital tools allow experimentation with 
concepts that may be hard to model, quantify, and measure in the analog world, such 
as anti-rivalry. As previously discussed, digital resources typically have a high margin-
al cost of production but a low cost of replicating, copying, or sharing. Thus, digital 
resources facilitate nonrival or even anti-rival characteristics if they are proliferat-
ed and shared openly, e.g., in free and open-source projects (FOSS) (Weber, 2004). 
However, this type of free and open sharing may not always fit the rivalrous market 
economy, and the anti-rival and nonrival resources are often converted to rival ones 
by introducing artificial scarcity (Hakanen et al., 2022), e.g., by adopting DRM (Dig-
ital Rights Management) technologies.

We contribute to the discussion of alternative economic institutions by present-
ing an approach based on anti-rival cryptographic tokens. These tokens exhibit an-
ti-rival characteristics designed to capture (at least partially) the anti-rival value 
of the underlying system. These tokens can be “shared” in the same way anti-rival 
goods can be shared at minimal transaction cost. The tokens are used to represent 
quantified anti-rival value that can be accompanied by a qualitative description. In 
other words, they may function as a store of value or a unit of account that help us 
to understand why the users find those units valuable. The key difference to vari-
ous other decentralization initiatives is that the tokens are designed to be shared 
instead of exchanged.
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3 ATARCA project and the Streamr Community 
 pilot
This paper is a conceptual article supported by illustrative evidence and results from 
the ATARCA project. Next, we shortly introduce one of the project pilot cases4 and 
the technological approach behind the experiments.

The ATARCA project addresses the challenge of coordinating collective actions 
within a global digital economy. The focus is on creating cryptographically protect-
ed anti-rival tokens, testing their applicability to governing industrial data markets, 
and fostering cooperation in community-driven currencies. The project has defined 
three pilot use cases that explore novel incentive mechanisms to capture anti-rival 
value in different contexts. This paper will focus solely on the Streamr Community 
case while introducing the common technological approach behind all three pilots.5 
Streamr is a partner in the ATARCA consortium.

Streamr is an open-source platform that aims to create a global decentralized net-
work for open but secure data transfer. The Streamr community members are con-
nected by a shared social goal: the advancement and sustainability of the Streamr 
project. This goal requires not only technology development but also the adoption 
of it, i.e., use cases in different contexts that successfully adopt P2P technology de-
veloped within the Streamr project. Both code and non-code contributions from the 
community members are valuable for the project.

The Streamr community’s underlying challenges relate to the limitations of infor-
mation commons (de Rosnay & Stalder, 2020; Greco & Floridi, 2004). Open-source 
software projects or digital commons can also suffer from the “tragedy of commons” 
(Greco & Floridi, 2004; Hardin, 1982) – a scenario where the short-term benefits 
of individuals will decrease the value of the open-source community and eventually 
decay the whole system. In contrast to physical goods commons, information com-
mons do not suffer from overconsumption; they instead become more sustainable 
through increased consumption due to network effects (Mindel et al., 2018). How-
ever, the tragedy of the information commons refers to the eventual collapse of the 
network when people only consume and no longer contribute to network mainte-
nance (de Rosnay & Stalder, 2020; Greco & Floridi, 2004). These commonly not-
ed challenges of collective action were addressed in the token and system design.

The leaders of the open-source software community (here, the Streamr team) 
have an interest in screening and protecting the community from low-quality pro-
posals while fairly acknowledging the providers of high-quality efforts. However, 
the community leaders cannot truly know the future value of any specific contri-
bution. Nor can the leaders know the true preferences of the community mem-
bers; the screening process rather represents the vision of the leaders. In other 
words, there is a risk that the leaders are more likely to screen out and reject con-
tributions that are not aligned with their personal views. Thus, open endorsements 
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from community members can boost decentralization, increase transparency, im-
prove coordination of effort, and enable more efficient allocation of resources within 
the community.

The main aim of the Streamr community pilot is to study and analyze a new in-
centivization model for reinforcing anti-rival feedback in the ecosystem that under-
lies the Streamr P2P platform. The specific interest is in incentivizing development 
contributions in both non-programming (participating in the discourse, sharing 
knowledge, etc.) and programming (writing and testing code). This experiment in-
troduces a new type of a token that community members can receive and share with 
others who have also participated in the platform’s development.

4 Technological approach: Token and system 
 design
From the technological perspective, ATARCA is developing institutions and incen-
tive systems that are based on cryptographic tokens. This paper presents a new cryp-
tographic token type, titled Shareable Non-Fungible Token (sNFT),6 which is a specific 
variant of the already well-known Non-Fungible Token (NFT). NFTs are cryptograph-
ical tokens that are unique (at minimum, the tokens have a unique serial number). 
The smart contract is defined so that each token is uniquely identifiable and sepa-
rable from others, making the tokens non-fungible as a result. Also, a more specific 
variant, a Shareable, Non-Transferable, Non-Fungible Token (sntNFT), was developed 
in the project (ATARCA, 2022).

In the Streamr experiment, anti-rival tokens are bespoke cryptographical tokens 
defined by a smart contract. The identified tokenized incentives are intended to moti-
vate and coordinate ecosystem stakeholders’ activities toward the ecosystems’ goals. 
In addition, the sNFT tokens are used to measure the community members’ opinions 
about the desired path of technology development. The shareability of the tokens is 
an anti-rival feature that is a new protocol to be implemented for a DLT. These to-
kenized incentives are distinct to different scenarios.

The Streamr Community pilot features three token types build on top of the sN-
FT: Contribution token, Like token, and Endorsement token.7 All of these have differ-
ent mechanisms on how the token functions, incentives actions, and can be earned 
and utilized. Tokens developed in the Streamr pilot case have gone through a process 
of ecosystem design that was facilitated through a series of online workshops using 
collaborative tools (e.g., Miro boards).8
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4.1 Mechanism design

Several constraints apply to the Streamr community case mechanism design. Mech-
anism design has been approached from both the macro and micro levels. On the 
macro level, we have mapped and reflected macro-level features in relation to sus-
tainability drivers and factors of information commons (Mindel et al., 2018). On the 
micro level, we have approached the mechanism design and incentive compatibility 
with the game theoretical approach of a 2x2 game.

The mechanism design aims to actionalize the goals, rules, and incentives of the 
whole community. In this case, the ecosystem social goal refers to producing valid 
code- and non-code contributions. What constitutes a valid contribution is specific 
to the context of the Streamr community pilot experiment use cases. However, all of 
them should be thought of as an impactful contribution towards the social goal. To 
improve the sustainability of the digital commons (Mindel et al., 2018), the mecha-
nism design system sought to define a reinforcing loop: the more members the com-
munity has, the better the quality of the contributions, the more valuable the com-
munity becomes, and the more members will be attracted.

Figure 1 maps and categorizes the value flows between the Streamr team (left-
hand side) and Streamr community (right-hand side). Red notes represent flows of 

Figure 1 Summary of value flows between the Streamr team and Streamr 
 Community in the Streamr Community pilot. Green items indicate 
 nonrival or anti-rival sharing; red item indicates rival exchange.

 
 

demonstrated in the figure, self-reinforcing loops emerge between the Streamr team and the Streamr community and 
inside the Streamr community itself.  
  

The mechanism design seeks to capture these value flows and their positive externalities to maximize the value of 
the community. The tokens should reflect the identified value flows and actionalize these as tokenized incentives. In 
the context of anti-rival tokens, incentives are non-monetary, merit-like, and, by definition, ‘eternally owned’ by their 
receivers. The shareability function of the sNFT means that Streamr community members who receive a Contribution 
token are able to share the credit and acknowledge their collaborators essentially by minting a copy of their 
Contribution token with reference to the original token and appended metadata of the co-contribution, denoting that 
their contribution has been influenced, affected or contributed to by someone else’s contribution. Lastly, a community 
member can voice their opinion about what contributions they see as valuable by issuing a Like token, or an 
Endorsement token, given that they already have earned Contribution tokens. These mechanisms help to highlight the 
merits of a specific contribution (or a Contribution token). 

In addition, a linkage between off-chain and on-chain information is utilized to enrich the data stored in the tokens 
and the DLT. Awarded on-chain tokens are connected to the off-chain metadata to provide further qualitative details 
of a specific contribution. Metadata is designed to contain information about the type of contribution, e.g., code/non-
code, other categorization, receiver (nickname) of the token, a brief natural language description of the contribution 
itself, and a link to the contribution when possible. When combined with informed consent to release and access 
metadata, such an approach enables compliance with the general data protection regulation (GDPR), such as the 
participants’ right to be forgotten. 
 
4.2 Token design 

 
DLTs and programmable smart contracts enable us to experiment with new types of digital tokens. Our choice of 

a DLT platform for the token development has been motivated by its extendability, maturity, and availability of 
development resources. In the pilot experiment, we have chosen to use NFTs. This choice came from the need to be 
able to differentiate the tokens from each other and from the need to associate metadata to them when applicable.  

The Streamr pilot has different types of NFT tokens in play with different requirements. These tokens have a 
unique requirement–shareability–which has a different meaning and different implementation depending if the token 

Figure 1. Summary of value flows between the Streamr team and Streamr Community in the Streamr Community pilot. Green 
items indicate nonrival or anti-rival sharing; red item indicates rival exchange. 
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rival goods, and green notes flows of non/anti-rival goods. As demonstrated in the fig-
ure, self-reinforcing loops emerge between the Streamr team and the Streamr com-
munity and inside the Streamr community itself.

The mechanism design seeks to capture these value flows and their positive ex-
ternalities to maximize the value of the community. The tokens should reflect the 
identified value flows and actionalize these as tokenized incentives. In the context of 
anti-rival tokens, incentives are non-monetary, merit-like, and, by definition, ‘eter-
nally owned’ by their receivers. The shareability function of the sNFT means that 
Streamr community members who receive a Contribution token are able to share 
the credit and acknowledge their collaborators essentially by minting a copy of their 
Contribution token with reference to the original token and appended metadata of 
the co-contribution, denoting that their contribution has been influenced, affected 
or contributed to by someone else’s contribution. Lastly, a community member can 
voice their opinion about what contributions they see as valuable by issuing a Like 
token, or an Endorsement token, given that they already have earned Contribution 
tokens. These mechanisms help to highlight the merits of a specific contribution (or 
a Contribution token).

In addition, a linkage between off-chain and on-chain information is utilized to 
enrich the data stored in the tokens and the DLT. Awarded on-chain tokens are con-
nected to the off-chain metadata to provide further qualitative details of a specific 
contribution. Metadata is designed to contain information about the type of contri-
bution, e.g., code/non-code, other categorization, receiver (nickname) of the token, 
a brief natural language description of the contribution itself, and a link to the con-
tribution when possible. When combined with informed consent to release and ac-
cess metadata, such an approach enables compliance with the general data protec-
tion regulation (GDPR), such as the participants’ right to be forgotten.

4.2 Token design

DLTs and programmable smart contracts enable us to experiment with new types of 
digital tokens. Our choice of a DLT platform for the token development has been mo-
tivated by its extendability, maturity, and availability of development resources. In 
the pilot experiment, we have chosen to use NFTs. This choice came from the need 
to be able to differentiate the tokens from each other and from the need to associate 
metadata to them when applicable.

The Streamr pilot has different types of NFT tokens in play with different re-
quirements. These tokens have a unique requirement–shareability–which has a dif-
ferent meaning and different implementation depending if the token allows permis-
sioned or open sharing. Shareability is a generic term that can take various forms. 
For example, one can “share” a digital resource by making a copy of it and by giv-
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ing it away (share a file), or by agreeing to take turns using one (share a Netflix ac-
count with a friend), or one could share a physical resource by giving away a frac-
tion of a whole (share a birthday cake). Thus, the meaning and nature of the sharing 
depend on its context.

We chose to design and develop tokens on Ethereum Virtual Machine (EVM) 
compatible smart contracts implemented with Solidity language. EVM is a quasi-tur-
ing complete state machine, limited only by the finite number of computational steps 
available during code execution measured in gas (Antonopoulos & Wood, 2018). De-
spite the computational limitations, this gives us ample room to explore new types 
of token implementations.

Current NFT standards do not define nor implement shareability and, hence, 
have neglected a rational functionality and requirement for any system. The starting 
point for our technical design and implementation work has been utilizing existing 
EVM-compatible token standards defining rival tokens, such as ERC-721 NFT “stan-
dard implementation” by OpenZeppelin.9 We focused on removing or adapting ele-
ments that impose scarcity and prevent sharing.

We have approached shareability by defining a new Ethereum Improvement Pro-
posal (EIP), EIP-5023.10 It introduces a new interface that facilitates the creation of 
shareable NFTs by extending existing NFT contracts with the EIP-5023 sNFT inter-
face (i.e., IERC-5023, Interface of Ethereum Request for Comments). It defines the 
basic building blocks for sharing – a function method of Share and an event Share. 
As the meaning of sharing varies between contexts, we believe that the sNFT inter-
face is a valid representation and improvement to current token standards. It leaves 
the exact implementation of sharing to be handled by its users. At the same time, it 
enables interoperability between smart contracts as developers can trust that token 
contracts that use the given interface will behave as defined.
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token and sent to the desired address. A shared event is expected to be emitted during the execution of the share 
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summarizes the sNFT interface definition. 

In the Streamr Community pilot, the sNFTs have been made non-transferable (sntNFT) by overriding transfer-
related functions in the contract code. Transfer functions are internally usable in the contracts to facilitate token sharing 
and minting, but they do not allow transferring tokens away from contract users. The sntNFT contract implements the 
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Streamr pilot experiments’ contracts, shareability means creating a copy of an existing NFT and giving that copy away 
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Figure 2. sNFT interface definition 

///		Note:	the	ERC‐165	identifier	for	this	interface	is	0xded6338b	

interface IERC5023 is IERC165 { 
  ///	@dev	This	emits	when	a	token	is	shared,	reminted	and	given	to	another	wallet	that	isn't	function	caller 

  event Share(address indexed from, address indexed to, uint256 indexed tokenId, uint256 
derivedFromtokenId); 
  ///	@dev	Shares,	remints	an	existing	token,	gives	a	newly	minted	token	a	fresh	token	id,	keeps	original	
token	at	function	callers	possession	and	transfers	newly	minted	token	to	receiver	which	should	be	another	
address	than	function	caller.	 

  function share(address to, uint256 tokenIdToBeShared) external returns(uint256 newTokenId); 
}  

 

Figure 2 sNFT interface definition
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IERC-5023 share methods expect the function caller to pass two parameters, 
a wallet or contract address to whom she shares and a token ID to be shared. The 
function returns a new token ID for the new token minted from the given token 
and sent to the desired address. A shared event is expected to be emitted during 
the execution of the share method stating who has shared which token to whom 
and what is the token ID of the new shared token. Figure 2 summarizes the sNFT 
interface definition.

In the Streamr Community pilot, the sNFTs have been made non-transferable 
(sntNFT) by overriding transfer-related functions in the contract code. Transfer 

 
 

Figure 3 presents a UML (Unified Modeling Language) model of the reference implementation of sntNFT, a 
shareable, non-transferable NFT.11 The reference implementation builds on top of OpenZeppelin’s 
ERC721URIStorage and Ownable contracts that define NFTs that can have metadata and that contracts can have an 
owner.12 The contracts that ERC721URIStorage inherits have been left out of the figure for readability.  
 
 

 
Figure 3.  The reference implementation of sntNFT 

 
 

4.3 Implementation and governance 
 
The Streamr Community pilot implements and governs three adaptations of the presented token design. 

Endorsement, Like, and Contribution token contracts implement the IERC-5023 interface and define the sharing 
functionality in their own contracts. These contracts follow mainly the logic of reference implementation of sntNFTs 

Figure 3 The reference implementation of sntNFT
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functions are internally usable in the contracts to facilitate token sharing and mint-
ing, but they do not allow transferring tokens away from contract users. The sntN-
FT contract implements the IERC-5023 interface by defining the share “event” and 
“function” methods. In the reference implementation and in Streamr pilot experi-
ments’ contracts, shareability means creating a copy of an existing NFT and giving 
that copy away at the contract level. This process of copying files the share event of 
IERC-5023 and a transaction event of IERC-721 contracts conveying that a share has 
happened and that a shared token has been transferred to a recipient. The events 
and their associated details are stored in the blockchain’s transaction history as log 
records that can be queried at any time.

Figure 3 presents a UML (Unified Modeling Language) model of the reference 
implementation of sntNFT, a shareable, non-transferable NFT.11 The reference im-
plementation builds on top of OpenZeppelin’s ERC721URIStorage and Ownable con-
tracts that define NFTs that can have metadata and that contracts can have an own-
er.12 The contracts that ERC721URIStorage inherits have been left out of the figure 
for readability.

4.3 Implementation and governance

The Streamr Community pilot implements and governs three adaptations of the pre-
sented token design. Endorsement, Like, and Contribution token contracts implement 
the IERC-5023 interface and define the sharing functionality in their own contracts. 
These contracts follow mainly the logic of reference implementation of sntNFTs 
portrayed in Figure 3. Contribution token contracts access control is set so that on-
ly selected members of the Streamr team can mint and transfer Contribution tokens 
to community members who have successfully contributed to the Streamr commu-
nity (permissioned sharing). Metadata related to contributions and shared contri-
butions is kept up to date off-chain in a centralized database during the pilot period. 
Only members who have received contribution tokens can share and re-share their 
tokens with other community members with the share functionality. Only members 
who have received Contribution tokens can use Endorsement tokens to support any 
existing Contribution tokens. However, Like tokens, which reference implementa-
tion resembles Endorsement tokens, allow any community member to use Like to-
kens to support any existing Contribution token (open sharing).

Sharing an Endorsement or a Like token indicates that a person has voiced or 
shared their opinion with the community by minting “a copy” of a Contribution to-
ken to themselves. The Contribution tokens are differentiated between ‘original’ 
(minted by the Streamr team) or ‘shared’ (minted by community members). The 
contracts for Endorsement and Like tokens query the status of Contribution tokens 
directly from the Contribution token contract. An Endorsement token has a copy 
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of the Contribution token’s metadata appended with a short message from the en-
dorser. Like token does not contain metadata but refers to the Contribution token’s 
metadata when queried. The contract tracks the Likes and Endorsements, and on-
ly one Like and Endorsement per wallet address is allowed per each Contribution. 
Token contracts are built on OpenZeppelin’s ERC721Upgradeable token standard. 
Upgradeability allows the contract owner to change the contract behavior when re-
quired. For example, users are able to remove their Likes and Endorsements by burn-
ing the tokens they own.

In the Streamr community case, the governance mechanisms are mostly central-
ized due to the nature of the pilot experiment. The consensus protocol, or the crite-
ria for rewarding the primary Contribution token, is centralized to the Streamr team 
members responsible of the pilot experiment. The Streamr team establishes the cri-
teria for rewarding a token, and each contribution is evaluated against the criteria. 
Any conflicts arising in the token system are resolved centrally.

There are different management and governance mechanisms underlying the sN-
FT tokens. In general, only the owners of the relevant token contracts–selected mem-
bers of the Streamr team and the research personnel–are allowed to mint and trans-
fer tokens to appraise member contributions. Once Contribution tokens are minted 
and transferred to their recipients, they cannot be exchanged or transferred away. 
However, the receiver of a Contribution token can share and transfer it to new own-
ers. Anyone can mint a Like token to themselves as long as the corresponding con-
tribution token continues to exist. Endorsement tokens can only be minted if the 
minter has an existing Contribution token on her wallet. Like and Endorsement to-
kens are always linked to a contribution token, thereby maintaining the connection 
to the original contribution and keeping a record of a growing network of communi-
ty preferences. Figure 4 shows a UML representation of Contribution, Like, and En-
dorsement token contracts.

5 Implications

The aim of this paper is to showcase the potential of designing anti-rival systems. The 
ATARCA project has addressed the issues of open market valuation and the struc-
tural disparities in the digital goods and data markets. We believe that such work is 
needed, as it addresses the root causes related to the market failures of data econ-
omy (Nikander & Elo, 2019), poorly working or nonexistent markets for industrial 
data (Koutroumpis et al., 2020), and many existing data markets reducing to effec-
tively near-zero price (Nikander et al., 2020). In this paper, we focused on how can 
the crypto-economic mechanisms be used to incentivize the production of anti-ri-
val goods. We have illustrated this work through the process of appraising code and 
non-code contributions in the Streamr community.
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Figure 4 UML model of Contribution tokens, Like tokens and Endorsement 
 tokens contracts

 
 

 
Figure 4. UML model of Contribution tokens, Like tokens and Endorsement tokens contracts 
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5.1 Token valuation

None of the tokens in the Streamr Community pilot hold any direct monetary value. 
The main purpose of the tokens is to document the activities and inputs performed 
by the community members. Hence, they visualize the process leading to an outcome, 
while enabling a coherent history of previous and linked contributions toward a cer-
tain target. Moreover, they provide insights on the views, hopes, and preferences of 
the community members.

The described system utilizes different instances of the sNFT protocol (Contri-
bution, Like, and Endorsement token) to appraise the work and activities conduct-
ed within the system. The transferability of these tokens has been disabled by choice 
in the design of the incentive mechanism (hence the notion of non-transferability, 
or sntNFT). This prevents a monetary exchange of these tokens and speculation to-
wards a financial reward, which is found to be a common issue in cryptocurrencies 
(de Rosnay & Stalder, 2020; Kher et al., 2021). Hence, the approach differs from the 
predominant view on the design of decentralized protocols that has focused on the 
tokenization of value in an effort to produce scarce accounting units to be exchanged 
(Hakanen et al., 2022).

Nevertheless, contribution and endorsement tokens are expected to hold indirect 
value and capture at least some of the positive externalities arising in the communi-
ty. Tokens are expected to derive value from the functionality of the Streamr project 
and from the interaction and information sharing within the community. Further in-
direct value can be achieved if these kinds of tokens are later used in other domains 
outside the Streamr ecosystem. Possible use cases include the acknowledgment of 
open-source community contributions or the creation of meritocratic governance 
mechanisms in other decentralized open-source projects.

5.2 Research implications

In this paper, we reflected on the current and evolving understanding of the poten-
tial of using crypto-economic mechanisms for incentivizing the production of non-/
anti-rival goods, especially in ways that omit the need for artificial scarcity. More-
over, we illustrated how digital tools and infrastructures align the creation and shar-
ing of value with anti-rival and nonrival goods. We modeled their impact on alter-
native incentive mechanisms while creating new types of crypto-economic tokens 
to capture (some of) the value of network externalities in digital communities (cf. 
Karhu et al., 2021).

The consortium has sought to reconsider the foundational structures and institu-
tions of our economic systems, many of which are based on concepts that predate the 
modern era–such as accounting, ownership, private property, money, and banking. 
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These concepts still shape the contemporary approaches to our economic models, 
with the implication that the notions of ownership and exchange are often consid-
ered an inseparable components in all economic systems, including cryptocurren-
cies. However, such tendencies have implicated that new approaches were required 
to facilitate a global economy for digital goods.

Digital information goods deviate from prevalent economic models because they 
are inherently nonrival (maintaining their value when copied) (Mueller, 2008; Ol-
leros, 2018; Shapiro & Varian, 1998). They are goods with a very high fixed cost of 
production for the first unit but a very low marginal cost and low secondary fixed 
costs for the secondary (replicated) units. Moreover, many digital goods and infra-
structures have anti-rival characteristics (increasing their value with shared use) 
(Olleros, 2018; Weber, 2004). For example, the value of an item, such as a piece of 
software, often increases as more people use the software (Weber, 2004). Thus, the 
existing market mechanisms work poorly in describing the transaction of digital in-
formation goods. New mechanisms are needed to create proper incentive structures 
to cover the initial production costs of digital goods for more sustainable and effi-
cient digital economies.

In addition, this work highlights a novel avenue for advancing work on collec-
tive action and decentralized communities. The technological protocols presented 
here provide concrete mechanisms to document the work, for instance, in networks 
or ecosystems without formal hierarchical structures (Autio et al., 2018; Eloranta et 
al., 2019). More broadly, our work provides an interesting tangent to exploring in-
dependent and autonomous agents motivated by a system-level goal, also known as 
“meta-organizations” (Gawer, 2014; Gulati et al., 2012).

5.3 Managerial implications

We see that the sNFT token and its practical use cases have the potential to be anal-
ogous to the manner in which Bitcoin implementation (Nakamoto, 2008) allowed 
a broad instantiation of blockchains and cryptocurrencies (Swan, 2015). A notable 
difference is that, while the value of Bitcoin is based on and confined to an artificial 
scarcity, the value of the sNFTs will be based on visualizing the underlying human 
relations, efforts, and the value of different interactions. The value of sNFT tokens 
reflects how relationships and contributions are developed over time through repeat-
ed interactions, benefiting all members and various aspects of the community (Bar-
brook, 1998; de Rosnay & Stalder, 2020; Hakanen et al., 2022; Weber, 2004). Thus, 
sNFTs can serve as a metric of value, a medium of sharing, and even a store of credit.

We believe that the crypto-economic mechanisms illustrated with the Streamr 
Community pilot use case are applicable and generalizable to other Web3 commu-
nities. We expect that the technology can facilitate an industry-wide contribution of 
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acknowledging positive contributions beyond the scope of this pilot while addressing 
(some) of the issues in digital commons (Greco & Floridi, 2004) across the FOSS 
industry (Weber, 2004).

From a managerial perspective, the monetization of digital goods commonly re-
lies on controlling access rights. In many cases, such policies diminish the benefits 
and value potential of virtually zero copying costs associated with digital resources 
(Olleros, 2018; Weber, 2004). Yet, if the data access were completely free, creators 
of these information resources would have limited incentives to invest in creating 
and providing the good in the first place (Mueller, 2008; Nikander & Elo, 2019; Sha-
piro & Varian, 1998). Shareable or anti-rival goods and network externalities likely 
remain outside the traditional market transactions due to limitations in accounting 
or rewarding for the generation of anti-rival values. The development of anti-rival 
tokens and a new distributed ledger accounting system enables one to measure, re-
cord, and appreciate the anti-rival value and positive externalities.

6 Limitations and further research

This paper is an early attempt to contribute to the design and modeling of digital 
protocols supporting anti-rivalry, with potentially important implications for the lit-
erature on economic institutions. However, more work is needed to provide a deep-
er understanding of the economics of digital goods (Autio et al., 2018; de Rosnay & 
Stalder, 2020), especially at the infrastructural level (Mindel et al., 2018; Olleros, 
2018). Herein, we agree with the calls for research on allocative inefficiencies, new 
types of quantified value, and new institutionalisable means of shared and collabo-
rative governance (Koutroumpis et al., 2020; Lovett & Thomas, 2021; Nambisan et 
al., 2020; Nikander et al., 2020). We also call for further research on increasing and 
capturing of positive externalities enabled by the circulation of anti-rivalrous com-
munity currencies.
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Endnotes
1 Several initiatives have been proposed, see, for instance, “Monoplasma: A simple 

way to broadcast money to millions of people: https://medium.com/streamrblog/
monoplasma-revenue-share-dapps-off-chain-6cb7ee8b42fa” or “Bitcoin Smart 
Contract 2.0: Trustless contracting by combining on-chain and off-chain trans-
actions:” https://xiaohuiliu.medium.com/bitcoin-smart-contract-2-0-d1e044abe-
d5a  

2 ATARCA stands for Accounting Technologies for Anti-Rival Coordination and Al-
location (EU H2020 Grant No. 964678), see https://atarca.eu for more details.

3 For instance, consider US Digital Millennium Copyright Act: https://en.wikipe-
dia.org/wiki/Digital_Millennium_Copyright_Act or Digital Rights Management 
(DRM): https://en.wikipedia.org/wiki/Digital_rights_management

4 ATARCA pilots are referred to as: Barcelona Green Shops; Streamr Community 
Case; and Food Futures. See “Use Cases” at https://atarca.eu/ for more details.

5 For detailed descriptions and rationale behind the ATARCA pilot use cases, please 
refer to public project deliverables D1.1 and D2.1 at: https://atarca.eu/

6 ATARCA consortium’s “sNFT” Ethereum Improvement Proposal was made pub-
lic on Apr 15, 2022, and accepted on Jan 3, 2023, immortalizing it as part of the 
Ethereum project. The full description can be found at https://eips.ethereum.org/
EIPS/eip-5023.

7 For a more thorough description, please visit: https://blog.streamr.network/
streamr-awards-are-here-contribute-and-earn-unique-snfts/.

8 We utilized the anti-rival business design toolkit in this work. See: https://github.
com/ATARCA/Anti-Rival-Business-Design-Toolkit/.

9 OpenZeppelin: The standard for secure blockchain applications, see: https://
github.com/OpenZeppelin/openzeppelin-contracts

10 Reference implementation available on Github at: https://github.com/ethereum/
EIPs/blob/master/EIPS/eip-5023.md

11 Reference implementation available on Github at: https://github.com/ethereum/
EIPs/blob/master/EIPS/eip-5023.md

12 Details for ERC721URIStorage: https://github.com/OpenZeppelin/openzeppe-
lin-contracts/blob/master/contracts/token/ERC721/extensions/ERC721URIStor-
age.sol and Ownable: https://github.com/OpenZeppelin/openzeppelin-contracts/
blob/master/contracts/access/Ownable.sol
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Abstract
In a recent trend in digitalization, many platform incumbents have steered their fo-
cus towards creating collectively shared persistent virtual frameworks known as 
‘metaverses’. Due to the emergence of digital platforms in the game industry over 
the last decade, the industry is now challenging the digital platform incumbents in 
metaverse development. Will the development unlock new data-driven markets, how 
will the landscape of digital platforms be reconfigured, and what are the strategic and 
policy implications for Finland and the European Union?
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Digital platforms – A gamechanger for the game 
industry
In the past decade, discussion has been vibrant regarding a new development in digi-
talization, a so-called ‘data economy’. In the discussion on the digital platform econ-
omy, however, it has long since been recognized that, at its core, digitalization has 
more to do with interactions than data itself. While data can certainly be valuable, 
mostly its value derives from enabling more productive interactions between parties, 
or better-informed decisions regarding those interactions, in one form or another. In 
this respect, few others have harnessed data to facilitate interactions as prominently 
as digital platforms in the platform economy (Still et al., 2017).

In the past decade or so, the game industry has undergone a significant transfor-
mation in how games are played, developed, and distributed due to the onset of dig-
ital platforms. During this time, distribution platforms, such as Google Play, Apple 
Store, and Steam have opened up an entirely new array of game industry markets. By 
offering significantly larger developer revenue shares than the former industry stan-
dards before platforms, and by enabling access to vastly larger target audiences, the 
platform giants have enabled smaller game studios to become more empowered in 
game content creation.

At the same time, platformization has also started taking hold of the game in-
dustry in other layers of the technology stack. With creations such as Quake Engine 
by id Software, Unreal Engine by Epic Games, and RenderWare by Criterion Soft-
ware, game houses started developing game engines independently from the game 
content already in the late 1990s. In this transformation, content creation—such as 
graphics, storyline and characters, and the game-specific rules and objectives—was 
separated from building the basic game infrastructure—such as the game physics, 
collision detection, graphics rendering, and networking. By licensing these infrastruc-
tural frameworks, or game engines, to other game studios as the foundation for new 
games, some studios were able to tap into an additional lucrative business-to-busi-
ness revenue stream, while providing other studios with more versatility in game de-
sign, lower development costs in development and lower barriers of entry into the 
game industry markets.

When the engine becomes the driver

Today, modern game engines can comprise some of the most elaborate and complex 
software ever written. Game engine developers are also targeting an increasingly vast 
range of hardware platforms and higher-level programming languages, further increas-
ing the decoupling of the different layers of the game industry technology stack. As 
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Figure 1
Number of projects listed in itch.io by game engine (thousands)

a consequence, from the perspective of digitalization, the facilitation of the interac-
tions is becoming more and more concentrated in the platform domain.

The game industry is not the first example of a setting where this kind of a de-
coupling and rebundling of the technology stack has occurred as a result of digital 
platforms. A decade ago in the mobile phone business, for example, the platformiza-
tion of the smart phone operating systems transformed the entire industry, leading 
to a significant change in the bottlenecks and the gate-keeping control points in the 
value chain. In only a few years, the operating system went from being the most im-
portant competitive differentiator between mobile phone manufacturers to becom-
ing almost a commoditized part of the industry’s technology stack (Kenney & Pon, 
2011; Pon, Seppälä, & Kenney, 2014).

Similarly, just as smart phone devices today are embedded into operating sys-
tems instead of vice versa, games are now being increasingly embedded into engines 
instead of engines being embedded into games. In fact, today the majority of game 
development takes place on top of the few most popular game engine platforms. Ac-
cording to Unity, for example, more than 50 percent of all games across mobile, PC 
and console domains now utilize the company’s game engine, and over 70 percent 
of the top 1000 mobile games are made on top of the Unity game engine (see Fig-
ures 1 and 2).1 On the game distribution platform Steam, which accounts for 75 % 
of the global market share of PC games, the two most popular game engines alone 
account for 39 % of the top 250 most popular games (see Figure 3). The figure is by 
no means insignificant, considering that one half of Steam’s global revenue can be 
attributed to the top 100 games alone (Zuckerman, 2020).

Figure 1 Number of projects listed in itch.io by game engine (thousands)

Sources: itch.io.
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An industry aiming for serious growth
Game engines are a vivid example of how the platforms in the game industry can of-
fer new versatile ways of virtual interaction with data, in a significantly more real-
world-like manner than before. The platformization of game engines and their en-
hanced capability to facilitate virtual interactions have led to the rapid broadening of 
the scope of their applications in recent years. Instead of pure entertainment, game 
engines are now increasingly being licensed for non-entertainment purposes such 
as visualization, training, and scientific exploration in industrial, medical, and mili-
tary contexts in so-called serious games.

To name a few examples, in the construction industry, game engines are now be-
ing used to design and explore virtual building information models (BIM) in an in-
teractive real-time manner. As one example, in the aftermath of the fire of the No-
tre Dame cathedral in 2019, Ubisoft’s building information models and game engine 
were utilized to reconstruct the cathedral’s lost historic features. In medicine, game 
engines are used to train surgeons and to visualize molecular data in the development 
of new medicine (Gardner, 2018). Respectively, in telecommunications, game en-
gines are employed to simulate 5G wave propagation in real-time (Caulfield, 2021). 
Also, in the film industry, game engines are enabling new techniques of virtual pro-
duction where special effect can already be seen in real-time during principal pho-
tography (Lappalainen, 2021). For example, Disney’s new Star Wars series ‘Man-
dalorian’ was filmed and rendered by using Unreal Engine in this very manner (Ball, 
2020). The list of applications goes on and on.

Recently, the game industry has increasingly steered its focus towards creating 
something which, if realized, would enable even more versatile digital interactions. 
While still existing mostly at the level of a vision rather than reality, these so called 
metaverses are generally described as virtual frameworks that are collectively shared, 
persistent, synchronous, and interoperable. Comprising more than a mere virtual re-
ality, a metaverse should be understood as a much broader concept, something akin 
to system of systems, a comprehensive infrastructure not tied to any one application 
or any single individual provider (Ball, 2020).

In academia, systems of systems are typically characterized by five key properties, 
in the so called ‘Maier’s criteria’. Firstly, the individual systems must be operationally 
independent, so that if the system of systems is disassembled, the individual systems 
can still independently perform in a useful manner. Secondly, the individual systems 
must be managerially independent, meaning that they are mostly acquired and inte-
grated independently. Thirdly, the individual systems are geographically widely dis-
tributed, and can typically readily exchange information but not physical things, such 
as mass or energy. Fourthly, the system of systems must be capable of emergent be-
haviour, so that as a collective it can perform higher functions which do not reside 
in any of the individual systems. And lastly, the system of systems exhibits constant 
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evolutionary development where structure, function, and purpose are continuous-
ly added, modified, and removed over time (Boardman, Dimario, Sauser, & Verma, 
2006; Maier, 1998; Sage & Cuppan, 2001).

One idea behind the concept of a metaverse is that by building it to be physical-
ly based, i.e. accurately simulating the laws of physics, material properties, and oth-
er such aspects of our physical reality, the metaverse framework can be used for vir-
tually an unlimited scope of purposes in a much more interactive way than in earlier 
applications. By enabling persistent virtual data objects, digital entities can traverse 
between digital domains and migrate from one application and industry to another. 
Furthermore, the idea is that through augmented reality, metaverse objects can also 
be layered on top of our physical world where they can be interacted with just like 
any natural object (Caulfield, 2021).

Who weaves the fabric of the new reality?

Should the efforts towards building a system-of-systems-level metaverse platform be 
successful, the question that naturally follows is who will be the market-makers, the 
owners of the fabric of this new reality, and how will this affect the value capturing 
ability across industries and geographies?

Unity, the provider of the most popular game engine at the moment, has recent-
ly given indications of its plans to engage in metaverse development (Gabriele, 2020; 
VentureBeat, 2021; Parisi, 2021). Similarly, Epic Games has also expressed a desire to 
develop Fortnite, one of the most popular games based on its engine, into a metaverse 
platform (Ball, 2020). Many others affiliated with the game industry have also ex-
pressed similar goals. For example, the graphics hardware manufacturer NVIDIA re-
cently launched a new engine platform named Omniverse, which the company says is 
“aiming for universal interoperability” (nVidia, 2021). Facebook—more recently known 
as Meta—has voiced its desire to transform itself from a social network company into a 
metaverse company, with the help of its Oculus VR and Horizon virtual meeting space 
technologies (Newton, 2021). Amazon, Microsoft, Epic Games, and Valve have also all 
been increasing their capabilities and resources along a similar tangent (Ball, 2020).

Additionally, many of the incumbent digital platform giants of today, such as Goo-
gle, Apple, and Tencent, already possess strong monolithics which they could lever-
age for market dominance in the wake of the transformation of the game industry. 
For example, Google’s ecosystem already facilitates strong capabilities in streaming, 
live ops, and artificial intelligence—all of it supported by immense amounts of data. 
Similarly, Amazon has been systematically increasing its capabilities on all levels of 
the game industry’s technology stack, including the Luna Controller thin client gam-
ing hardware, the Lumberyard game engine, and Amazon Luna—a Netflix-style dis-
tribution platform for streaming games over the internet (See Figure 4).
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Sources: Authors.

By having a stake of ownership in the most prominent game engine providers, 
the Chinese platform giants have also been able to tap into the European and Amer-
ican markets through this horizontally expanding platform layer in the game indus-
try. For example, Tencent has formerly acquired 40 % of Epic Games, the provider 
of Unreal Engines (Kain, 2021).

While Western digital multi-sided platform giants have had the tendency to grow 
and evolve more vertically across the technology stack, the Chinese platform giants 
have more experience in building and expanding their platform businesses horizon-
tally across industries, through their so-called platform business group strategy (see 
e.g. Jia, Kenney, Mattila, & Seppälä, 2018). Whether the Western platforms will be 
able to adapt to this horizontal model efficiently remains an open question, and a 
factor in how the platform landscape may become reconfigured in the wake of the 
metaverse development.

How should Finland prepare?

Finland has a long history of successful video game development. In recent years, 
some Finnish game studios have arisen amongst some of the most important com-
panies for the Finnish economy in terms of GDP contribution (Ali-Yrkkö, Seppälä, 
& Mattila, 2016). In recent international comparisons, Finland has placed amongst 
the top three game developer countries in Europe by turnover, making it one of the 
most attractive game industry hubs in the world today (Neogames, 2019). In this re-

Source: Authors.
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gard, the increasing trend of platformization in the game industry and the metaverse 
development raise several considerations for Finnish business strategy and public 
innovation policy.

The vision of an interoperable system of systems is not entirely a new one to the 
industrial sector, of course. A similar idea has been baked into many earlier indus-
trial concepts, such as ‘internet of things’, ‘industrial internet’, ‘digital twin’, and so 
on (Porter & Heppelmann, 2014). Many problems have been identified in research 
that stand in the way of this development, as earlier efforts have struggled to estab-
lish wide-scale integration. (Tähtinen, 2018). In the light of these prior difficulties, 
one might ask, what separates the game industry platforms from earlier efforts to-
wards system-of-systems-level interoperability.

Despite the momentum, the concept of the so-called ‘data economy’ has so far re-
mained ambiguous in regard to its significance to most companies and industries, and 
the Finnish economy in large (Nikander, Mattila, & Seppälä, 2018; Tähtinen, 2018). 
One of the key considerations is whether the new wave of game industry platforms 
and the metaverse development can crystalize the concept the so-called ‘data econ-
omy’ and its significance to industries through their enhanced interaction and vir-
tual economies. By making the benefits more understandable through the increased 
capacity for real-world-like interaction, and by providing a complete workspace with 
a wide range of development tools and interfaces, the development could take a dif-
ferent trajectory from earlier attempts.

Furthermore, one of the key problems with enabling interoperability of industri-
al data has been the absence of a platform which could conveniently facilitate the in-
centive structure for providing data monetizing its use. The game industry’s expertise 
in building virtual economies puts it in a unique position to establish data product 
markets, potentially unlocking industrial data interoperability. For example, could 
the platformization of serious games provide a way for industrial companies to tap 
into game industry’s virtual economies? Can game industry platforms make contrac-
tual arrangements regarding data ownership and data governance easier than before? 
Could such a development provide an incentive for industrial players to defuse their 
horizontal barriers of data product interoperability?

From the perspective of innovation policy, it is important to understand the gen-
eral applicability of this new enhanced capability of facilitating interactions which 
game industry platforms and the metaverse development have to offer. As a conse-
quence, companies and policy makers alike should seek to increase their understand-
ing on which industries will be affected by this development in the near future, in 
what capacity, and under what kind of a timeframe.

Thirdly, if the game industry platforms and the metaverse development are suc-
cessful in system-of-systems-level integration across industries, one key consider-
ation is whether the game industry companies can challenge the current digital plat-
form incumbents, such as Google, Amazon, Facebook and Apple, as the providers of 
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the next generation of digital infrastructure. As discussed above, the digital platform 
incumbents have also been actively bolstering their capabilities in the game industry’s 
technology stack through mergers and acquisitions. From the standpoint of compe-
tition policy and antitrust, it is important to pay special attention to these types of 
acquisitions and consider how these capabilities are being fused into the service of-
ferings of the current incumbent platform giants.

As the game content creation has become increasingly separated from the de-
velopment of the game engines, smaller game studios have become more and more 
dependent on the game industry’s digital platforms. In order to protect the Finnish 
game industry and the Finnish national economy from falling victim to predatory in-
novation in this domain, careful consideration should be exercised on how to keep 
the next generation of digital infrastructure from slipping through the fingers of the 
Finnish innovation ecosystem. A key consideration for strategy and policy in this re-
gard is how the resources, the knowledge and the tools already present in the differ-
ent settings of this problem domain be leveraged against one another. Furthermore, 
companies and policy makers should seek to understand what kinds of resources, 
protocols, and regulative frameworks will be required to foster new businesses and 
industrial growth in these new digital infrastructures in the near future.
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Abstract
Online digital platforms organize and mediate an ever-increasing share of econom-
ic and societal activities. Moreover, the opportunities that platform-mediated mar-
kets offer not only attract enormous numbers of entrepreneurs, but also support the 
growth of entire ecosystems of producers, sellers, and specialized service providers. 
The increased economic and business significance of digital platforms has attracted 
an outpouring of studies exploring their power dynamics and general impact. This 
research has largely overlooked the power imbalance that entrepreneurs experience 
as members of the platform ecosystem and provided little guidance on how these 
far more numerous firms should compete. Drawing upon Emerson’s power-depen-
dence theory, we show that the power asymmetry at the heart of the relationship be-
tween the platform and its ecosystem members is intrinsic to the economics and the 
technological architecture of digital platforms. We undertake a conceptual analysis 
of the sources of this power, and we unravel the novel component of risks that em-
anate from this imbalance. Our analysis suggests that the conditions of engagement 
for platform entrepreneurs are so different from traditional entrepreneurship that 
these entrepreneurs are more usefully termed “platform-dependent entrepreneurs” 
(PDEs). Further, we explore the strategies that PDEs are developing to mitigate their 
dependence. Finally, our study provides a framework for policy makers that are con-
sidering regulating platform-organized markets.

Keywords
Entrepreneurship, Platforms, Digital markets, Platform dependent entrepreneurship, 
Strategy, Ecosystems, Complementors
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1 Introduction
The role online digital platforms play in controlling commerce and communication 
means that entrepreneurs and, indeed, a substantial portion of all businesses have to 
navigate a world where platform structure the reality (Cennamo, 2019; Cusumano, 
Gawer, & Yoffie, 2019). Because of network effects and winner-take-most aspect of 
these markets (Gawer and Cusumano 2002, Cennamo & Santalo, 2013), successful 
digital platforms have coalesced into powerful economic intermediaries. As a result, 
the economy is being (re)structured by platform firms and participation in these 
ecosystems has become vital for many businesses’ existence and growth (Kenney & 
Zysman, 2016; Parker, Van Alstyne, & Choudary, 2016). To illustrate, it is possible 
to ask whether an organization that cannot be found through Google Search exists, 
a restaurant can afford to ignore Yelp, an online business can ignore Amazon – that 
now is estimated to control approximately 40% of all online sales, or hotels can af-
ford not to rent through the online travel agencies. In October 2019, of the ten most 
valuable firms in the world, seven were digital platform firms, quite simply because 
the stock market believes they are in a position to capture an enormous share of the 
world market’s total value.

Entire constellations of producers, sellers, and specialized service providers have 
emerged to earn their livelihoods through these platforms. Digital platforms such as 
Amazon, eBay, Etsy, Facebook, Google, Instagram, Yelp, and YouTube, among oth-
ers, make it easier than ever to build a business and generate income, offering entre-
preneurs access to large-scale markets and a variety of incentives to populate their 
platform ecosystems (Ghazawneh & Henfridsson 2013; Yoffie & Kwak, 2006). We 
will demonstrate that the conditions of selling or providing services through a plat-
form are so different from traditional entrepreneurship that entrepreneurship actu-
alized through an online digital platform can usefully be termed “platform-depen-
dent entrepreneurship”1.

This paper builds upon and extends the recent outpouring of research on plat-
form entrepreneurship (Nambisan, 2017; Kapoor & Agarwal, 2017; McIntyre & Sri-
nivasan, 2017; Eckhardt, Ciuchta, & Carpenter, 2018). When exploring the nature of 
entrepreneurship conducted on platforms, extant studies have emphasized the pe-
culiarity of this context, which is characterized by network effects and winner-take-
most outcomes that pose novel challenges for platform-dependent entrepreneurs 
(PDEs) selling through these platforms (Gawer & Cusumano 2002). While recog-
nizing the tremendous new business opportunities created by online platforms, sur-
prisingly, little attention is given to the power relationship between PDEs and plat-
form owners. As members of a platform ecosystem, PDEs experience a great power 
imbalance in relation to the platform owners, who can unilaterally enforce changes 
in the competitive conditions on the platform (Kapoor & Agarwal, 2017; Wen & Zhu, 
2019). Although recognition of this power imbalance is growing (Miric, Boudreau & 
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Jeppesen, 2019; Nambisan & Baron, 2019), there has not been a comprehensive ex-
ploration of the power dynamics faced by PDEs.

The purpose of this paper is to advance a perspective that extends and enriches 
our understanding of how the power asymmetries inherent in digital platforms in-
fluence and restructure entrepreneurship. We first define and describe the nature 
of platform entrepreneurship, showing how extant research fails to provide an ade-
quate account of the relationship between platform owners and PDEs. Next, we re-
ly on power-dependence theory (Emerson, 1962) to illustrate how the power im-
balance in this relationship arises from the technological and economic dynamics of 
digital platforms and is intrinsic to platform architecture and design. By detailing the 
sources of power, we show that the entrepreneurial process, which is already charac-
terized by high risk, is made even more precarious by being dependent upon a plat-
form. In this regard, we show that unique and pervasive risks stem from this depen-
dence. Of course, PDEs have introduced strategies that, while limited in efficacy, can 
provide some countervailing power. In the discussion, we reflect on how and why 
this changes the theory and practice of entrepreneurship, emphasizing policy impli-
cations, and promising areas for future research.

2 Theoretical background: Power asymmetry in 
 platform-dependent entrepreneurship
Platforms have been defined in a variety of ways (Baldwin & Woodward, 2009; 
Parker et al. 2016; Evans, Hagiu, & Schmalensee, 2006). We adopt Gawer’s (2014: 
1240) definition “that platforms are evolving organizations or meta-organizations 
that: (1) federate and coordinate constitutive agents who can innovate and com-
pete; (2) create value by generating and harnessing economies of scope in supply 
or/and in demand side of the markets; and (3) entail a modular technological archi-
tecture composed of a core and a periphery.” Any platform thus implies the pres-
ence of a group of actors, or complementors, that supply complementary products 
and services that generate value for the core platform business (Gawer & Cusu-
mano, 2002; Parker et al., 2016). Complementors join a platform’s ecosystem for 
a variety of reasons (Boudreau & Jeppesen, 2015). More recently, considerable ac-
ademic interest has focused on the complementors that join a platform ecosystem 
with entrepreneurial intent (Nambisan, 2017; Eckhardt, et al., 2018; Nambisan & 
Baron, 2019). While there are non-profit platforms, the phenomenon that we ad-
dress are those where both the platform owner and the complementors are entre-
preneurs producing goods or services for income or for-profit entities intent upon 
maximizing their income.

To explain entrepreneurial action on a platform, academic attention has focused 
upon the impact of digital technologies on entrepreneurship-related concepts, ad-
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dressing how the technological dimension of digital platforms operates to define en-
trepreneurial opportunities, processes and outcomes. Nambisan (2017) highlights 
the need for developing theory that addresses the relationship between digital tech-
nologies and entrepreneurship, as well as how digital platforms alter the uncertain-
ty inherent in the entrepreneurial process—since conducting entrepreneurship on 
a digital platform implies more blurred boundaries and dispersed agency. Building 
on that, von Briel, Davidsson, and Recker (2018) emphasize the central role digital 
platforms have as enablers of entrepreneurial opportunities, dissecting platforms’ 
influence on the agency and boundaries of venture creation at different stages of the 
entrepreneurial process. Exploring entrepreneurship in digital platform-organized 
markets must consider its unique features, such as generativity (Zittrain, 2008), 
technology affordances (Autio, Nambisan, Thomas & Wright, 2018), and openness 
(see Nambisan, Siegel and Kenney (2018).

In addition to the central role of digital technologies, scholars suggest focusing 
on digital platforms as a novel and unique setting for entrepreneurship. Digital plat-
forms orchestrate entire ecosystems of value creation and exchange, opening new 
spaces and channels where entrepreneurs can create new firms and operate (Nam-
bisan, 2017; Jacobides, Cennamo, & Gawer, 2018; Cusumano et al., 2019). A deep 
understanding of the entrepreneurial context serves multiple purposes from a the-
oretical standpoint, since the character of entrepreneurship, as well as the actions 
and outcomes of any entrepreneurial effort, depend on the rules, threats, and oppor-
tunities framing its context (Autio et al., 2014). Thus, understanding platform-de-
pendent entrepreneurship requires explicating the context for this entrepreneurship 
and explaining the reasons for the dependence that emerges.

Platform-based entrepreneurship differs substantially from traditional entrepre-
neurship. As Nambisan and Baron (2019) point out, PDEs simultaneously fill two 
roles. First, PDEs operate businesses pursuing goals, with the platform as an inter-
mediary. However, to the platform owner, the PDEs are complementors, whose exis-
tence is only important if it adds value to the platform. Consequently, entrepreneurial 
processes and outcomes are conditioned by the dynamics determined by member-
ship in a digital platform ecosystem. To illustrate, Eckhardt et al. (2018) find that 
in an app store, digital platforms provide ecosystem members with information re-
garding the commercial feasibility of their products, thereby influencing their pro-
pensity to commercialize their software programs. In contrast, McIntyre and Srini-
vasan (2017) adopt a network perspective to illustrate how entrepreneurial success 
on a digital platform is intertwined with the fast-paced competitive dynamics that 
characterize digital platforms and their ecosystems.

There have been significant efforts to integrate different literatures to articulate 
the theoretical foundations for platform entrepreneurship (Nambisan et al., 2019), 
while also recognizing the uniqueness of digital platforms as entrepreneurial contexts 
(Kapoor & Agarwal, 2017; Eckhardt et al., 2018; Nambisan & Baron, 2019). And yet, 
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there has been less analysis of the relationship between entrepreneurs as ecosystem 
members and platform owners. In a recent paper, Jacobides et al. (2018: 2258) ob-
served that the relationships between platform owners and ecosystem members differs 
from other inter-firm relationships as they “do not fit into the classical firm-supplier 
relationship, Porter’s (1980) value system, or a firm’s strategic networks; neither are 
they integrated hierarchies.” Previous studies nearly always unquestioningly postulate 
that the relationship between the platform owner and complementor is based upon 
the shared objective of providing value to customers (Nambisan & Baron 2013; Ad-
ner, 2017; Jacobides et al., 2018), and thus, accept that the actors “depend on each 
other and share a common fate” (Tiwana, Konsynski, & Bush. 2010: 52). Others go 
further, depicting the relationship as a partnership (Gawer & Cusumano 2014; Zhu 
& Liu, 2018; Wang & Miller, 2019). Remarkably, these authors do not reflect upon 
what “partnership” means given the fundamental asymmetry between the platform 
owner and the PDE (Boudreau & Hagiu, 2009).

Platform ecosystems are not fully hierarchically controlled and their partici-
pants are separate organizations (Jacobides et al., 2018). Despite this lack of direct 
control through ownership, platform owners can “impose rules and constraints, 
create inducements and otherwise shape behaviors” (Boudreau & Hagiu 2009: 3). 
Nambisan and Baron (2013: 1073) correctly observe that the complementors “sur-
render part of their autonomy and independence” and align their businesses with 
the goals of the platform owner. As the intermediary between potential customers 
and providers, there is an asymmetric power relationship that affects the entrepre-
neurs’ return, though the conditions of that relationship may change. While there 
is ample evidence of power asymmetry (Kapoor & Agarwal, 2017; Miric et al., 2019; 
Nambisan and Baron, 2019), there has been little consideration of the mechanisms 
through which platform owners wield power and of the consequences of this power 
imbalance. This gap in the literature leaves unaddressed critical questions regarding 
changes to our understanding of entrepreneurship, when increasing portions of the 
economy are organized by platforms.

3 Sources of power in the platform owner-PDE 
relationship
Platform power has already been an object of study, but scholars have mainly focused 
on the market power of platform firms and its consequences for competition (Eisen-
mann, Parker, & Van Alstyne, 2011; Khan, 2016). Despite the clear power asymme-
tries within the platform owner-entrepreneur relationship, their effect is explored 
only in passing (McIntyre & Srnivsan, 2017; Gerwe & Silva, 2018; Jacobides et al, 
2018). In order to understand how this power asymmetry influences and transforms 
entrepreneurship, it is necessary to elucidate the sources of this power.
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Power is an attribute of the relationship between actors rather than a consequence 
of their individual characteristics (Cook et al., 1983; Emerson, 1962). The central 
proposition of power-dependence theory (Emerson, 1962) is that, within any rela-
tionship, power stems from 1) control over valued or needed resources by others 
and 2) the availability of alternative sources for these resources. Figure 1 illustrates 
how Emerson’s power-dependence lens frame our exploration of platform depen-
dent entrepreneurship. We first outline that platforms’ power is rooted in some of the 
techno-economic features of digital platforms, and we show that both the incentives 
developed by the platform to attract PDEs and the mechanisms designed to ensure 
their commitment exacerbate power imbalance within the PDEs-platform relation-
ship. We then proceed to explore the consequence of this asymmetric distribution 
of power detailing the unique risks that PDEs face and we illustrate the balancing re-
sponses developed by PDEs to mitigate that power.

3.1 Techno-economic bases of platform power

The power imbalance in the platform owner-PDE relationship originates in the first 
instance from the digital nature and the peculiar dynamics of digital platforms. The 
fundamental source of power for online digital platforms is, of course, the value pro-
vided to its users. As an intermediary, a platform connects different groups of users 

Figure 1 Platform Dependent Entrepreneurship: sources of platform power, 
 consequences of power imbalance, and PDEs’ mitigation responses

Adapted from Emerson (1962).

Cennamo, & Gawer, 2018).2 The lock-in of platform
users is reinforced by other attributes of platforms,
such as the long-tail effect, which refers to the fact
that dominant platforms have “everything,” includ-
ing the most obscure items. The ability to find any-
thing means that customers have no need to search
elsewhere,increasingthechancethattheywillengage
in repeated transactions, thereby strengthening lock-
in. To illustrate, Amazon, through its Marketplace,
has “everything”—estimates vary, but ScrapeHero
(2019) suggested that in April 2019 Amazon carried
128 million unique items, of which 44.2 million
werebooks—ofcourse,therealsomightbemanyoffer-
ings of any particular item. YouTube has a similarly
enormous number of videos, as it is estimated that
5001 hours of video are uploaded to YouTube every
minute (Hale, 2019). Almost invariably, all the items
in the long tail are provided by PDEs, so PDEs bear
the cost of proposing the item.

Once lock-in has been achieved, there are very few
alternatives and PDEswill inevitably be in a position
of dependence. Moreover, PDEs must optimize their
operations for the dominant platform, thereby deep-
ening their lock-in. For example, there is an entire

industry providing “search engine optimization”
services, which does nothing more than design web-
sitestobefound,cataloged,andrankedhighlybyGoo-
gle. These basic dynamics of successful digital
platforms’ strategy have implications for the way the
market operates and for the power imbalance experi-
enced by PDEs.

In addition, several features of digital technologies
combine to explain how digital platforms develop
their power. As intermediaries, platforms provide a
digital infrastructure that lowers search and transac-
tion costs for both sides of the market and improves
the match between the parties (Baldwin & Woodard,
2009). Because the platform is built from software,
this infrastructure can be easily altered and reconfig-
ured. For example, the Search Engine Journal (2019)
found thatGooglemakes thousands ofminor changes
each year, and, less frequently, major changes to its
searchalgorithms—presumablyeachofthesechanges
is in Google’s interest. The ability to control and alter
the technical infrastructureuponwhichuserspartici-
pate and contribute to the ecosystem allows platform
owners to influence other participants, directly or
indirectly.

Sinceallactionsonplatformsaredigital, theyareall
recorded, thus giving the platform a panoptic view of
the activities of all users (Zuboff, 2019).Given its cen-
tral position, the platform can decide what informa-
tion to provide to which users and, of course, what
will not be provided. This ability to analyze, recom-
bine, and manipulate data and information allows
theplatformtoinfluenceattentionandactions(Gerwe
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Platform-Dependent Entrepreneurship: Sources of Platform Power, Consequences of Power Imbalance, and
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2 For a detailed analysis of users’ lock-in in digital busi-
nesses, see Amit and Zott (2001). The authors focused on
the consumers’ side, but similar considerations can be
made for producers. It is important to note that consumer
andproducer lock-in is directly linked to, and furthermag-
nifiedby, thepresenceof indirect network effects (Parker&
Van Alstyne, 2005).
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(economists term these as “sides” of a platform). Through connecting users and pre-
sumably offering them sufficient value to retain them and attract others, the plat-
form can generate positive network effects, attracting yet more users from both the 
sides (Parker et al. 2016). These multisided platform dynamics in fact exhibit direct 
and indirect network effects (Parker & Van Alstyne, 2005), which represent the main 
driving force of platforms’ value and market share (Cennamo & Santalo, 2013). Of-
ten, the platform can even attract entirely new groups (sides) of users. For example, 
YouTube solved what has been termed the “chicken-and-egg” problem by seeding 
a few videos that attracted viewers and providing tools for viewers to easily upload 
videos and embed them in other pages, thereby attracting attention to YouTube. As 
these two sides grew, YouTube began attracting advertisers, which were a new group 
of users and side of the platform. YouTube or any platform’s success is predicated 
upon igniting positive feedback loops or what Cusumano et al. (2019) characterize 
as “rapid nonlinear growth”.

The strength of these network effects is such that it can easily lead to high levels 
of market concentration, thus the successful platforms are often winner-take-most/
all (Parker & Van Alstyne 2005; Eisenmann et al. 2011). Winner take-all/most out-
comes are at the heart of platform value creation and capture (Amit & Zott, 2001) 
and they often result from competition between platforms. The belief or hope that a 
platform could disrupt existing competitors justifies even a willingness to suffer fi-
nancial losses to capture the market.

In this process, platforms provide both consumers and producers with incentives 
and benefits to join and maintain their association with the platform ecosystem, and 
since these benefits are amplified by the increasing returns associated with network 
effects, they often result in lock-in (Arthur 1989; Ozalp, Cennamo, & Gawer, 2018). 

2 The lock-in of platform users is reinforced by other attributes of platforms, such as 
the long-tail effect, which refers to the fact that dominant platforms have “everything” 
including the most obscure items. The ability to find anything means that customers 
have no need to search elsewhere, increasing the chances that they will engage in re-
peated transactions, thereby strengthening lock-in. To illustrate, Amazon, through its 
Marketplace, has “everything.” Estimates vary, but one website suggests that in April 
2019 Amazon carried 128 million unique items; of which 44.2 million were books -- 
of course, there also might be many offerings of any particular item3. YouTube has 
a similarly enormous numbers of videos, as it is estimated that 500+ hours of video 
are uploaded to YouTube every minute4. Almost invariably, all the items in the long 
tail are provided by PDEs, so they bear the cost of proposing the item.

Once lock-in has been achieved, there are very few alternatives and PDEs will 
inevitably be in a position of dependence. Moreover, PDEs must optimize their op-
erations for the dominant platform, thereby deepening their lock-in. For example, 
there is an entire industry providing “search engine optimization” services, which 
does nothing more than design websites to be found, catalogued, and ranked high-



181Article 7 – Platform-Dependent Entrepreneurs

ly by Google. These basic dynamics of successful digital platforms’ strategy have 
implications for the way the market operates and for the power imbalance experi-
enced by PDEs.

In addition, several features of digital technologies combine to explain how digi-
tal platforms develop their power. As intermediaries, platforms provide a digital in-
frastructure that lowers search and transaction costs for both sides of the market and 
improves the match between the parties (Baldwin & Woodward, 2009). Because the 
platform is built from software, this infrastructure can be easily altered and reconfig-
ured. For example, the Search Engine Journal (2019) finds that Google makes thou-
sands of minor changes each year, and, less frequently, major changes to its search 
algorithms – presumably each of these changes is in Google’s interest. The ability to 
control and alter the technical infrastructure upon which users participate and con-
tribute to the ecosystem allows platform owners to influence other participants, di-
rectly or indirectly.

Since all actions on platforms are digital, they are all recorded, and thus giving 
the platform a panoptic view of the activities of all users (Zuboff 2019). Given its 
central position, the platform can decide what information to provide to which us-
ers and, of course, what will not be provided. This ability to analyze, recombine, and 
manipulate data and information allows the platform to influence attention and ac-
tions (Gerwe & Silva, 2018). As an example, collection of the online actions of each 
user allows a platform to serve “individualized” content to each user.

This capability to control data, direct attention and orient behaviors is fundamen-
tal to a platform’s relationship with PDEs and it places platform owners in a position 
of considerable power as they can use it in their own favor, for instance promoting 
their own offerings. To illustrate, according to a recent analysis conducted by the New 
York Times, in more than 700 searches in Apple’s online store, Apple ranked its apps 
first over competitors. For example, some searches for term “podcast” returned 14 
Apple apps before showing results from other companies5.

3.2 Platform incentives and resources to PDEs

Particularly in the initial stage of a platform’s life, when network effects are mini-
mal, it is often necessary to provide significant and money-losing incentives to at-
tract PDEs and/or consumers in an effort to “tip the market” (Arthur 1989; Shapiro 
& Varian 1998). Attracting entrepreneurs is critical and offering attractive terms is 
vital, as the platform is often competing against others (Gawer & Cusumano, 2002). 
However, the incentives and the resources provided by digital platforms to attract 
and cultivate their relationship with PDEs have a contradictory effect. We illustrate 
how the very same benefits associated with joining a platform becomes the sources 
that sustain and reinforce the power asymmetry in the PDEs-platform relationship.
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3.2.1 Access to customers

For those selling goods or services, the fundamental benefit of using a platform—
whether it be advertisers paying for search advertising, Etsy sellers, or IOS devel-
opers—is customer access. Digital platforms are “matchmakers” (Evans & Schmal-
ensee, 2016:1) and this refers to a platform’s ability to match buyers and sellers or 
service providers, and to reduce discovery and transaction costs (Evans, Boudreau, 
& Hagiu, 2009; Baldwin & Woodward, 2009). A platform’s market ranges from glob-
al (online sales, e.g., Amazon marketplace) to extremely local (e.g., Yelp! for locat-
ing a restaurant), but in aggregate, their scale is enormous (Cennamo & Santalo, 
2013). To cope with the size of these markets, platforms offer classification systems, 
e.g., tags, product categories and more, that make discovery of far-flung sellers pos-
sible, thereby reducing discovery costs and creating new spaces for entrepreneurs. 
Control over access to customers is the fundamental first dimension of a platform’s 
power, as it directly affects the most valued and essential resource for the PDEs: ac-
cess to the market. All things being equal, as a direct consequence of network effects 
and winner-take-most dynamics described in section 3.1, the greater the concentra-
tion of users/customers on a single platform in a particular market, the greater the 
power over its PDEs.

3.2.2 Provision of boundary resources

The fundamental problem faced by every platform is to attract different groups of ac-
tors, namely, at a minimum, providers of a desired good or service (PDEs) and users/
customers (Gawer & Cusumano, 2014). To attract these actors, a platform provides 
them with tools, (such as, software development kits, application-programming in-
terfaces (APIs), marketing and sales information, training, templates, manuals, tech-
nical support and other resources (Boudreau & Hagiu 2009; Ghazawneh & Henfrids-
son 2013; Yoffie & Kwak, 2016; Eckhardt et al., 2018). These are provided to all sellers 
and facilitate use of the platform (Eisenhardt & Martin, 2000). These resources are 
the affordances that reduce both the entry barriers and scaling costs for PDEs (Eck-
hardt et al., 2018; Nambisan et al., 2018).

The provision and control over these resources grant platform owners consider-
able power by virtue of two mechanisms. First, the boundary resources generate pow-
er by forcing complementors to make asset-specific investments as a condition for 
participation (Eckhardt et al., 2018). The greater the investment is—which is often 
cumulative due to platforms’ ranking and reputation systems—the greater the pow-
er platform owners accrue (Luca & Zervas 2016). In other words, platforms attempt 
to create lock-in and limit the possibility for PDEs to pursue economic interests out-
side the platform. Second, boundary resources are designed to control actions on the 
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platform (Ghazawneh & Henfridsson 2013), as they specify the parameters of per-
missible action (Eaton et al., 2015: 220).

3.2.3 Platform governance

The platform owner is responsible for the functioning of the ecosystem through the 
provision of modular architecture and by setting the rules of engagement for actors 
(Gawer & Cusumano, 2002, Wareham, Fox, & Giner, 2014). As ecosystem curators, 
platform owners must coordinate their PDEs to prevent dysfunction (Thies, Wessel, 
& Benlian, 2018; Jacobides et al. 2018): platform governance encompasses decision 
rights partitioning, control mechanisms, and pricing policies (Tiwana et al., 2010). 
In other words, platform owners act as private regulators who are expected to re-
duce negative externalities created by ecosystem members in order to maximize the 
value for the system as a whole (Boudreau & Hagiu, 2009; Evans, 2012). The profit 
of the platform owner and the value of the ecosystem are directly linked, and insuf-
ficient control over opportunistic behaviors by PDEs can degrade the ecosystem and 
even result in a platform’s failure (Täuscher & Kietzmann, 2017). Platforms are thus 
strongly incentivized to perform a regulatory role, and they have a large set of con-
trol mechanisms to do so, (Evans, Hagiu, & Schmalensee, 2006) including data-driv-
en technologies, such as algorithmic recommendation and reputation metrics, gate-
keeping, and exclusion from the ecosystem (Curchod, et al., 2019).

 Platform governance also sustains the power asymmetry between owner and 
PDEs. The ultimate source of a platform’s power is its ownership of a digital “space” 
and within this digital space, the owner has the right to set and change any parame-
ter—barring violation of the law. This power is expressed in two ways:

First, there are the “hard” technical components that are the core of the platform. 
These include the data, algorithms and boundary resources provided, including soft-
ware development kits (SDKs) and APIs. These frame actions, e.g., only a video with 
such-and-such specifications can be uploaded on YouTube, etc. (Ghazawneh & Hen-
fridsson 2013; Eaton et al., 2015), or only particular types of data can be inputted 
to or extracted from the platform. To illustrate, before 2016 Uber did not include a 
timer (hard-coded in the driver’s app) that counted down the five minutes a driv-
er had to wait before being able to leave and collect the cancellation fee. Prior to in-
cluding the timer, the drivers had to estimate the time of their wait, because if they 
left and the tardy passenger complained, the driver might lose the cancellation fee 
particularly because Uber “recommended” that drivers wait ten minutes. The tim-
er was only implemented for all Uber services after the Federal Trade Commission 
opened hearings on the matter (Rosenblatt, 2018: 120-121). Implementing the wait 
timer created transparency, which provided drivers with protection. In another case, 
as Rosenblatt (2018: 122-123) shows, in 2016 Uber implemented “up-front pricing”, 
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which allowed a rider to know the price in advance. However, prior to up-front pric-
ing a passenger could wait in the car and compare what they paid with what the driv-
er received. With the new system, Uber instituted a delay so that the driver and rider 
could no longer make this comparison. These are simply anecdotal illustrations of 
the more general point, which is that the goals of a platform can be hard-wired into 
its technical components—and in each case, these software implementations were 
undertaken without discussion with the affected parties

Second, to operate effectively, many “soft” components, such as rules, principles 
of community, etc. are designed to channel and control the actions of the actors. 
These provide guidance on acceptable behavior that include types of content, legit-
imate action on the platform, etc. These soft components can be powerful because 
they are vague and thus provide broad parameters for platform action. The princi-
ples of community have often been reinterpreted to prohibit previously approved 
actions, such as, when YouTube demonetizes videos posted prior to the reinterpre-
tation of its principles6.

Quite simply, platforms can unilaterally set the terms of engagement for PDEs, 
and this power is intrinsic to platform design, technological architecture, and terms 
and conditions of use. Starkly put, platform users have two choices—accept the tech-
nical and contractual conditions or cease using the platform.7

4 Consequence of the power imbalance: Unique 
risks for PDEs
The power asymmetry at the crux of the owner-PDE relationship can be under-
stood as an asymmetric distribution of dependence between the actors (Emerson, 
1962). Although the platform-PDE relationship has some resemblance to other 
asymmetric inter-organizational relationships characterized by a strong power im-
balance, such as those documented in the literature on global value chains (Geref-
fi, Humphrey, & Sturgeon, 2005; Katila, Rosenberger, & Eisenhardt, 2008; Yamin 
et al., 2015), the PDE relationship has the following features that make it funda-
mentally different.

First, despite the fact that imbalances in other inter-firm relationships are al-
so predicated upon resources uniquely provided by a more powerful partner (Kati-
la et al., 2008), traditional supplier relationships are better balanced. First, the sup-
plier often has multiple channels from which they can select, prosaically, Walmart, 
Costco, and Target (Yamin et al., 2015). Due to winner-take-most dynamics in plat-
form-based markets (Cennamo & Santalo, 2013), the platforms are often quasi-mo-
nopolies, leaving few alternatives for PDEs. To illustrate, Apple and Google account 
for 97% of the mobile operating system market share ex-China. Thus, alternatives 
are virtually non-existent even for large firms.
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This extreme concentration results in the contractual obligations regulating the 
platform-PDE relationship differing markedly from the traditional supplier-buyer 
relationship. For nearly all platform users, the terms and conditions of participa-
tion are non-negotiable. Even powerful actors, such as Spotify, have found it nearly 
impossible to demand better terms from the Apple app store. Whereas a tradition-
al supplier usually signs a long-term agreement that normally includes protections 
for both sides, the contracts signed with platforms invariably permit unilateral 
changes and with little or no notice. Such changes may alter the terms and condi-
tions, various algorithms, website structure, and profit margins. PDEs can petition 
the platform to rescind or alter its decisions, and as Eaton et al. (2015) shown, 
the platform, may, at its own discretion, relent. Moreover, unless the contract vi-
olates the law, there is rarely any legal recourse. Finally, by its very nature, in con-
trast to supplier relationships, the transactions over the platform are not transac-
tions with the platform.

Conceptualizing platform-dependent entrepreneurship as a unique power-de-
pendence system allows a better understanding of the actions and outcomes for the 
actors involved. It is axiomatic that entrepreneurs face not only everyday business 
risk but also uncertainty (Schumpeter, 1942; Knight, 1921). However, entrepreneurs 
building a business on a platform face unique risks that emanate directly from the 
inherent nature of platforms and the power they wield over members of their eco-
system. For instance, as an intermediary, a platform separates PDEs from custom-
ers. Platform owners have the ability to enter into the market space of their PDEs 
and, immediately, benefit from deep visibility into their now competitor’s business. 
The power-dependence asymmetry provides the platform with the ability to shift 
the competitive conditions in its favor and to overcome resistance to its actions, and 
appropriate more value from the member of its ecosystem. Due to the winner take 
most dynamics, alternatives decline or disappear. As a result, the terms of engage-
ment shift decidedly in favor of the dominant platform.

4.1 Separation from Customers

The relationship between a seller and their customer is fundamental and vital for 
discovering customers’ needs and benefiting from user-led innovation (von Hippel, 
1988). Because the platform is the intermediary between the actors transacting on 
the platform, it is in the platform’s interest to keep the sides estranged. As such, the 
platform channels all interactions through the platform and blocks attempts to cir-
cumvent this process. For example, transaction platforms, such as, Amazon, Book-
ing.com, etc. resist sharing the customers’ email addresses with PDEs. Pre- and post-
sales interaction between the transaction parties are managed through anonymous 
alias email addresses. The PDEs thus depend upon the platform to maintain the con-
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nection, and, if the PDE loses platform access, then customer access is also lost. To 
illustrate, YouTubers actively cultivate their community by interacting with their fans 
to build their followers. For example, when YouTube blocks a creator, they immedi-
ately lose access to their fan base and have no way of contacting them to alert them 
to the new “address”. The motivation to maintain this separation is understandable. 
To illustrate, eBay uses machine learning to identify violations of its policy forbid-
ding the exchange of contact information between buyers and sellers8. Separation 
from one’s customers effectively ensures “ownership” of customers to the platform 
and disrupts PDE’s relationship with them.

4.2 Algorithmic management: Ratings, rankings and 
recommendation systems

Digital platforms utilize algorithmic mechanisms to foster trust between anonymous 
parties9, identify reliable vendors, aid in discovery, ensure standards compliance, lim-
it opportunistic behavior, and reduce transaction uncertainty (Tadelis, 2016). In this 
regard, user-generated ratings and reviews are an essential feature of many platforms 
because they feed ranking systems that function as screening mechanisms. Review 
ratings directly influence customer preferences, as Luca (2011) found that a one-star 
increase in a Yelp rating led to a five to nine percent increase in a restaurant’s rev-
enue and visibility. Ranking systems have become vital, since they enable zero-cost 
trust creation, monitoring, and a conformity-enforcing mechanism (Ghose, Ipeiro-
tis, & Li, 2014). Effectively, these ranking and review systems shape behavior (Or-
likowski & Scott 2012).

Recommendation systems are often vital for platform operations. For example, 
to help customers discover what they might not find on their own due to the size of 
the markets, platforms provide personalized recommendation systems. While rec-
ommendation systems benefit customers by suggesting products or services tailored 
to their preferences, they also direct traffic, thus altering market visibility and us-
er action. For PDEs, ranking and recommendation systems are both critical for suc-
cess and perilous, as they are based on algorithms that can be changed unilaterally.

The algorithms and the data used to regulate rankings, recommendation and dis-
covery are invariably opaque and constantly in flux (Orlikowski & Scott, 2014). For 
the platform owner, there is little incentive to provide transparency. As a result, PDEs 
can only speculate on what behavior will satisfy the algorithm. PDEs are thus embed-
ded in a Kafkaesque system, not only of risk, but more seriously, profound uncer-
tainty and vulnerability (Curchod et al. 2019). While algorithmically generated re-
sults are often accepted as objective, in fact, they express the platform’s agenda. The 
algorithms and data upon which they work are opaque, and particularly, the chang-
es in it can appear to be capricious (Scott & Orlikowski, 2012). To illustrate, scores 
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that determine rankings can include a variable that positively values the fact that the 
ranked firm advertises on the platform. The knowledge that advertising on the plat-
form can affect discovery places great pressure on PDEs to purchase advertising, re-
gardless of whether it provides actual benefits. Consequently, competing PDEs must 
bid until their profits are reduced to their lowest acceptable level.

4.3 Entry into the PDE’s business

Market competition is an intrinsic risk for entrepreneurs. One fundamental risk 
that a PDE faces, particularly in the case of innovation platforms, is that the plat-
form owner may decide to compete with them. This is particularly potent because, 
as we mentioned earlier, the owner has a panoptic perspective on all activities (Bou-
dreau & Lakhani, 2009) and the ability to direct traffic towards its offering. The term 
“asymmetric information access” underappreciates this power (Shapiro & Varian, 
1998). The case of Amazon illustrates the use of information to enter a PDE’s mar-
ket space. A former Amazon employee was quoted as saying that Amazon retained 
“the most valuable data for itself; provides less valuable data to marketplace sellers.” 
The employee continued that the “most valuable info Amazon doesn’t share is info 
about which people have searched for a particular product in the past.” Should Am-
azon decide to enter a particular market niche, it can use this information to “tar-
get their private label products with perfect precision” (Capitol Forum, 2018). Al-
though platform entrepreneurs can benefit from valuable information about their 
products/services (Eckhardt et al., 2018), they only have knowledge about custom-
ers that the platform deems beneficial to itself – and the information provided can 
change as terms and conditions change.

Digital platforms can survey activities on their platform and research market op-
portunities. With this knowledge, platforms decide whether there are benefits to in-
troducing a targeted competitive product or integrating a specific functionality into 
the platform’s own offerings. For example, Zhu and Liu (2018) showed that Ama-
zon’s entry patterns into market segments established by independent merchants 
targeted entrepreneurs that had high profit margins. This power was described by a 
former employee:

Let’s say Amazon wants to get into folders. I would find all of the ASINs 
[Amazon Standard Identification Number] that are being sold on the web-
site now. I’d pull up the history. I’d look at the volumes, price points. Regard-
less of whether it was sold wholesale or third party, I’d pull it all together. I’d 
look and see what’s the hottest product. What’s the hottest variation in col-
or? We’d have these folders in these colors at this price point, and we’d go off 
and make it ourselves. (Capitol Forum, 2018: 3)
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Effectively, in this scenario, the most innovative entrepreneurs operate as scouts 
for the platform. PDEs innovated new businesses that the platform could then enter 
and capture, by using its better information and ability to manipulate the platform it-
self, thereby appropriating the innovator’s rents. Alternatively, platforms could decide 
to raise the fees it charged to successful entrepreneurs to appropriate surpluses. Fi-
nally, in the absence of an adequate system of intellectual property protection, such as 
patents or copyright (Ceccagnoli et al., 2012), the platform can even expropriate the 
PDEs’ businesses. For example, after Microsoft recognizing the potential for Netscape 
to be a new killer application, it destroyed the new entrant and its business model by 
bundling Internet Explorer into its operating system (Yoffie & Cusumano, 1998). In 
effect, Microsoft redesigned the Windows operating system platform to absorb the 
innovation developed by its ecosystem member, Netscape (Eisenmann et al., 2011).

As a direct consequence of its digital nature, platforms not only broker relation-
ships, but also direct traffic and subsidize the adoption of its offerings, as Amazon 
has done very effectively. While not always successful in entering a complementor’s 
business, platform owners have a remarkable array of tools to shift the competitive 
landscape in their favor. In a recent study, Wen and Zhu (2019, p. 16) found that An-
droid app developers responded to Google’s threat of market entry and subsequent 
competition by undertaking “no entry deterrence behavior, such as price reduction 
and additional innovation . . . [however,] because of the platform owner’s power, its 
entry is unlikely to be deterred”. Direct competition from the platform is not simply 
risk, but a new Knightian uncertainty regarding the defensibility of PDEs’ innovations 
and businesses. Effectively, the Schumpeterian rents “guaranteed” to the successful 
innovator are at constant risks of appropriation by the platform.

4.4 Changing the terms of participation

For rational actors, market entry is determined through cost-benefit analysis, based 
upon an understanding of market rules. In a traditional business, the most salient 
terms of competition are leases; supplier, customer, and competitor relationships; 
and government regulation. In contrast, a PDE must agree to the platform’s terms 
and conditions for participation (Tiwana, 2014). The key clause in these contracts 
is that any changes can be made unilaterally.

Changes in the terms of participation regard both the technical components and 
the rules of engagement. Core issues such as the interface of the platform or the di-
vision of revenue between the platform and PDE are decided solely by the platform 
owner. To illustrate, in fall 2018, eBay unilaterally announced a 12% increase in its 
commission fees in the Books, DVDs, and Movies categories, while removing the fee 
discount that eBay Store owners enjoyed10, thereby directly affecting PDEs’ profit 
margins. For self-published books, Amazon decided that for books priced between 
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$2.99 and $9.99, the author’s share should be 70% of the retail download price. For 
those priced above or below this range, the share would only be 35%. In this case, 
authors and publishers’ pressure to accept its pricing model, which presumably was 
the best price for Amazon’s goals. Of course, this happens in the non-platform world 
also, but almost all supplier contracts have fixed terms, whereas the contracts be-
tween the platform and PDEs essentially operate as “spot” transactions, in that the 
terms can be modified at will by the platform.

Entrepreneurs conducting business in a physical store or through their own web-
site are not vulnerable to these shocks. To illustrate, the entrepreneur’s landlord can-
not, upon seeing their tenant’s success, unilaterally abrogate the lease and appro-
priate the business. Such terms of participation are of critical importance, as they 
directly affect the emancipatory promise of entrepreneurship (Rindova et al., 2009). 
In reality, this substantial difference in the terms of participation require surrender-
ing many of the traditional attributes of being an entrepreneur.

4.5 Platform access and delisting

Platforms are private marketplaces and thus access is provided solely at the discre-
tion of the owner. PDEs can be excluded from the platform for undesirable behavior 
(Evans, 2012), but exclusions can just as easily be “distorted away from pure value 
creation in the ecosystem towards actions that lead to higher platform profit” (Bou-
dreau & Hagiu, 2009:8). Remarkably, the literature suggests that successful platform 
owners should be a neutral or, at least, a trusted party (Iansiti & Levien, 2004), per-
haps, not recognizing that the owners are for-profit organizations. To illustrate, in 
return for Apple agreeing to sell on Amazon, the quid pro quo was that the unau-
thorized independent Apple resellers had their listings removed11. In this case, Am-
azon sacrificed its PDEs for the more valuable Apple account, thereby violating the 
assumption of neutrality. Paradoxically, the same mechanisms necessary to protect 
the ecosystem can be used to pursue other goals that advantage the platform.

Exclusion can occur without warning. Additionally, platforms are not required 
to provide reasons. For a PDE, the decision has immediate repercussions, as their 
income disappears. Further, the reasons given for suspension are invariably cryptic 
and platforms provide unclear criteria for adjudicating appeals. Even in the case of a 
successful appeal, PDEs does not return to status quo ante, as competitors will have 
displaced them in the rankings. In fact, unethical competitors can report fabricated 
infractions to the platform12 (Luca & Zervas, 2016). Effectively, the possibility of del-
isting means that PDEs’ entire business is at constant risk of disappearance. More-
over, the larger and more successful a PDE’s business is, the greater the uncertainty 
and precariousness experienced (Curchod et al. 2019). Moreover, because, many of 
these platform markets are winner-take-most, there are few alternatives.
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5 PDE responses: Power-balancing operations
As power-dependence theory suggests, the subordinate party will try to reduce the 
power disadvantage in the relationship through what Emerson (1962: 35) termed 
“balancing operations”. Such actions are aimed at altering structural features of the 
power relationship by reducing the relevance of the resources exchanged and/or by 
identifying alternative valuable opportunities. Because, in most cases, complete ex-
it is not a viable option due to the winner-take-most aspects of these markets, PDEs 
have developed responses aimed at mitigating their vulnerability (Kapoor & Agarwal, 
2017; Wang & Miller, 2019; Wen & Zhu, 2019). Successfully operationalizing these 
strategies is difficult because they often challenge a platform’s power over the eco-
system (Wen & Zhu, 2019; Wang & Miller, 2019). Thus, a platform’s goal is to either 
stymie or co-opt the strategies discussed below.

5.1 Multihoming

Multihoming refers to a PDE offering a product or service on multiple platforms 
(Kenney & Pon, 2011), thereby increasing their alternatives (Wang & Miller 2019). 
There are three general types of multihoming. The first is the classical case, where 
a PDE operates through multiple platforms (Bresnahan, Orsini, & Yin, 2015). The 
second type of multihoming is where a PDE uses different channels, e.g., sells on a 
platform, operates its own website, and may even establish a physical shop (Wang & 
Miller, 2019). The final type of multihoming is the diversification of income sources 
discussed in the next section. Often, PDEs combine all three types of multihoming.

5.1.1 Platform multihoming

The costs of multihoming can vary dramatically (Cennamo, Ozalp and Kretschmer, 
2018). For example, entrepreneurs selling products on Amazon can easily, with lit-
tle investment, open a virtual store, listing the same products on the eBay or Et-
sy platforms. Similarly, for hotels, the costs of multihoming with different online 
travel agencies are low. In contrast, porting software from iOS to Android or vice 
versa is more expensive and technically difficult because products must be tailored 
to platform-specific infrastructure and design (Cennamo et al., 2018). To illus-
trate, when Snapchat’s app update was ported from iPhone to Android, it was bug-
gy, which had a powerful negative impact on revenues13. The fact that PDEs must 
customize their offerings to each platform’s specifications is a powerful force for 
winner-take-most outcomes, as PDEs are unwilling to do so for large numbers of 
platforms. The decision to multihome is determined by weighing costs against the 
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potential market size (Bresnahan et al. 2015). For example, many PC game firms 
did not port their games to Apple Macs, as the market was so small that it was not 
economically justifiable.

Platforms discourage multihoming because it provides PDEs with alternative chan-
nels to the market. The tactics used to obstruct multihoming range from designing 
technological architecture in such a way as to increase the difficulty of multihoming 
(Cenammo et al. 2018) to prohibiting multihoming in the terms and conditions of 
the platform’s use. Another method is to alter interfaces such as APIs to create in-
compatibilities, which Apple did to make iOS incompatible with Adobe Flash14. To 
discourage multihoming, platforms make it difficult or impossible for PDEs to in-
form their audience/customers that they offer the same or similar content on anoth-
er platform. To illustrate, YouTube terminated the accounts of creators that used 
their YouTube videos to promote their streams on Twitch, a competitor platform15. 
In certain cases, platforms may recognize the growing power of key PDEs and pro-
vide incentives to retain them. Effectively, the possibility of multihoming actualizes 
a potential threat that PDEs will move their business to another platform.

5.1.2 Channel multihoming

PDEs may also change the balance of power by developing non-platform channels 
through which to transact. For example, in cases where PDEs and consumers can 
communicate with one another, it may be possible for them to disintermediate the 
platform for future transactions. With sufficient trust, PDEs can connect directly 
with their customers on an off-platform communication medium, thereby exclud-
ing the platform and sharing the savings from the platform’s fees. Disintermediation 
is an existential threat not only because it eliminates platform owner’s returns, but 
also because it removes the transactions from the ecosystem (Zhu & Iansiti, 2019). 
If successful and in sufficient numbers, disintermediation could create an alterna-
tive transaction ecosystem.

The two most prominent alternative channels for disintermediation are first, to 
establish their own website through which customers can purchase goods or services 
directly and second, to establish a physical store. For both of these strategies to work, 
a PDE must have the ability to attract traffic. Paradoxically, launching a new channel 
may include buying online advertising from Google or Facebook platforms to attract 
customers in the hopes of retaining them for repeated transactions. Another strategy 
is to use platforms such as the Amazon Marketplace as a marketing platform to con-
nect with potential customers in the hopes that later they can be directed to one’s 
own website. Developing another channel requires greater investment, and it can be 
initiated only after establishing that there is a market for the product or service out-
side the platform. Still, it reduces PDEs’ dependence upon the platform.
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Multi-platform and multi-channel homing provides PDEs with greater market sta-
bility and the ability to resist unwelcome changes by the focal platform. Of course, 
the effectiveness of multiplatform homing can be limited by the lack of alternative 
platforms. If a PDE is able to attract customers to its own website, then it can in-
crease control and revenue predictability, decrease payments to a platform, and rees-
tablish the ability to interact directly with and learn from one’s customers/followers. 
However, even with an independent website, discoverability continues to be subject 
to Google Search or influencer recommendations.

5.2 Income diversification

Income diversification is another strategy to mitigate platform power. If extremely 
successful, off-platform income can increase to the extent that a PDE can leave the 
platform entirely. On influencer platforms such as YouTube, Instagram, and Pinter-
est, where a successful PDE can build a large following, they can leverage their fame 
to create extra-platform income sources. For YouTubers, the direct platform income 
is a share of advertising revenue. However, because of their strong relationship and 
direct interaction with users, they can “influence” their audience and generate in-
come from a variety of sources, including but not limited to: personal appearances, 
merchandise sales, in-video product placements, donations, subscriptions to premi-
um content such as classes, and many other innovative schemes. Income diversifi-
cation is easier for PDEs in content-based platforms, such as Instagram, Pinterest, 
or Facebook, since they can grow and leverage their status as public figures. On oth-
er platforms, mainly transaction platforms, such as app stores or Etsy, there are far 
fewer ways to generate an alternative income stream.

Not surprisingly, there can be a tension between PDEs seeking to diversify their 
income streams and the platforms, which aim to increase their own income and main-
tain control over their PDEs. Figure 2 summarizes the dialogic evolution of YouTu-
bers’ source of income and YouTube attempts to capture either a portion of these al-
ternative income or, at least, to direct it through the platform. For instance, in 2016, 
to better control sponsorships, YouTube acquired FameBit, a firm that connects 
creators with brand sponsorships. As part of YouTube, FameBit can provide more 
granular information about complementors.16 Now, FameBit has an advantage over 
competitors and, more importantly, it allows the further “control” of the ability for 
YouTubers to develop income streams from brand sponsorships. In a similar vein, in 
2017, YouTube removed the links YouTubers placed on their channel to direct viewers 
to their Patreon sites where they could contribute money17. As a way of diversifying 
their income and loosening the hold YouTube had on them, YouTubers contracted to 
third parties to fulfill their merchandise sales. In response, in 2018 YouTube began 
a program to introduce “approved” vendors that would fulfill the merchandise sold 
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through channels. This permitted YouTube to gain insight into how much was being 
sold and to whom18, and, since YouTube charged the approved vendor a fee, to also 
increase both its income and its control over the platform-dependent YouTubers.

5.3 Collective action

Collective action is a type of coalition formation (Emerson, 1962) aimed at increas-
ing PDEs’ power versus the platform owner. Of course, organizing collective action 
can be difficult because often, the “public spaces” where PDEs interact are owned 
by the platform. One mild and unthreatening form is to participate in user forums of 
various types where PDEs exchange advice and support, and share their experienc-
es (Kuhn & Galloway, 2015). The platforms themselves sponsor these user forums 
that, unsurprisingly, are not oppositional in nature.

Independent PDE-oriented websites can be venues not only for discussion but al-
so to express grievances. In a number of cases, these have become focal points where 
resistance to specific changes in platform governance has coalesced. Thus far, most 
collective action has centered on complaints regarding changes in the terms and con-
ditions19, and, in certain cases, the platforms have rescinded the changes (Eaton et 
al., 2015). Such reversals often quell dissent among the PDEs.

of YouTubers created a labor organization named
“FairTube” and affiliated with IG Metall, the largest
German union. Their demands were for YouTube to
set up an appeal process that was overseen by a
third-party council and provided human contacts for
disputes and better explanations about violations, so
that YouTubers could better understand the
decision-makingprocess(Stephen,2019).WhileGoo-
gleagreedtodiscusssomeissueswiththeorganizersof
FairTube,itrefusedtonegotiatechangesincompensa-
tion and other issues. Collective action can thus be
successful inreversingchanges, thoughit ismore typ-
ical that the platform expresses understanding of the
objections by the PDEs but does not reverse the
changes (Eaton et al., 2015).

Government Action

TherelationshipbetweenaplatformanditsPDEsis
largely within the province of contract law. For this
reason, there has been comparatively little litigation
by PDEs, as they agreed to the terms and conditions
when they joined the platform voluntarily and are
free to leave. More recently, competition authorities
in the European Union have investigated and fined

platforms for legal violations. Though Amazon Mar-
ketplace has drawn interest from legal scholars and
thepopularpress,most actions, thus far, havenot rec-
ognized that these vulnerabilities are conditions all
PDEs experience. Government entry as an additional
actor in thePDE–platformrelationshipcouldmitigate
the dependence of PDEs. To illustrate, small Indian
retailers successfully pressured the government to
promulgate new rules that make it difficult for retail
platforms, such as Amazon, and Walmart–owned
Flipkart, to sell directly to consumers and operate an
online marketplace at the same time (Phartiyal,
2019). Such actions canprevent aplatform fromcom-
peting directly with its complementors. How far gov-
ernment action will go to change the relationship
between platforms and PDEs is uncertain given the
current U.S. political debates about platform power
(Stacey, 2021).

DISCUSSION

Platform ecosystems represent a novel context for
entrepreneurship, with peculiar dynamics that con-
tribute to shaping entrepreneurial processes and out-
comes. To date, research has mostly focused on
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There have been cases of more robust collective action, such as the collective with-
holding of products and services. In November 2018, AbeBooks (owned by Amazon) 
banned several antiquarian booksellers because their countries did not have acceptable 
banking institutions for payments. In solidarity with their competitors, hundreds of 
booksellers removed their listings, and AbeBooks reversed its decision20. In this case, 
the PDEs had alternative market channels and a strong, shared occupational identi-
ty that increased solidarity. In July 2019, a German group of YouTubers created a la-
bor organization named “FairTube” and affiliated with IG Metall, the largest German 
union. Their demands were for YouTube to set up an appeal process that was overseen 
by a third-party council and provided human contacts for disputes and better expla-
nations about violations, so YouTubers could better understand the decision-making 
process21. While Google agreed to discuss some issues with the organizers of Fair-
Tube, it refused to negotiate changes in compensation etc. Collective action can be 
successful in reversing in changes, though it is more frequent that the platform ex-
presses understanding of the objections by the PDEs but does not reverse the changes.

5.4 Government action

The relationship between a platform and its PDEs is largely within the province of 
contract law. For this reason, there has been comparatively little litigation by PDEs, 
as agreed to the terms and conditions when they joined the platform voluntarily and 
are free to leave. More recently, competition authorities in the European Union have 
investigated and fined platforms for legal violations. Though Amazon Marketplace has 
drawn interest from legal scholars and the popular press, most actions, thus far, have 
not recognized that these vulnerabilities are condition all PDEs experience. Govern-
ment entry as an additional actor in the PDE-platform relationship could mitigate the 
dependence of PDEs. To illustrate, small Indian retailers successfully pressured the 
government to promulgate new rules that make it difficult for retail platforms, such 
as Amazon and Walmart-owned Flipkart, to sell directly to consumers and operate 
an online marketplace at the same time22. Such actions can prevent a platform from 
competing directly with its complementors. How far government action will go to 
change the relationship between platforms and PDEs is uncertain given the current 
US political debates about platform power.

6 Discussion

Platform ecosystems represent a novel context for entrepreneurship, with peculiar 
dynamics that contribute to shaping entrepreneurial processes and outcomes. To 
date, research has mostly focused on platform firms and how they might create an 
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ecosystem and achieve lock-in. Entrepreneurship scholars have principally concen-
trated and theorized upon how unique affordances of the digital technologies affect 
entrepreneurship (Nambisan, 2017; von Briel et al., 2018).

In preponderance of the platform and entrepreneurship literature, the relation-
ship between platforms and PDEs as joint ecosystem members is conceptualized in 
terms of commensalism or mutual benefit. This is a valid but limited perspective. 
With very few exceptions, commensalism misses a key aspect of this relationship—
unequal power between the platform owner and the PDEs. This component should 
be more clearly recognized in entrepreneurship research on platform-defined mar-
kets (see, for example, Nambisan & Baron 2019).

Our analysis is a first step in this direction, as we show how this power imbal-
ance makes platform entrepreneurship substantially different from traditional forms 
of entrepreneurship. For PDEs, platforms have a contradictory character. New en-
trants experience a more balanced power-dependence relationship, as the platform 
owner offers many resources that can allow PDEs to enter the market rapidly and 
at low cost (Ghazawneh & Henfridsson 2013; Yoffie & Kwak, 2016). In compari-
son to traditional entrepreneurs, PDEs benefit from a larger population of poten-
tial customers, lower entry costs and investment risk in the initial phase of their 
business. To illustrate, the costs of uploading to YouTube, listing an object on eBay 
or Amazon, or placing an app in the Apple App Store are trivial. Therefore, new en-
trants can experiment with part-time activities. In fact, many YouTubers began in 
their bedroom or dorm room and eBay sellers began by selling miscellaneous items 
from their home.

When a PDE’s business grows on the platform, the platform’s modular infra-
structure and boundary resources allow it to scale up at little cost. Platforms may 
offer PDEs incentives to do so, as successful PDEs create more value for platforms. 
Whereas a traditional business must invest in infrastructure to meet the demands of 
growth, a PDE does not need to invest as much because most of the infrastructure is 
provided by the platform. The platform handles many of the technical and function-
al issues associated with growth (Ceccagnoli et al., 2012), which is quite important 
for small businesses, as they are particularly resource-constrained.

As the business matures, growing lock-in effect emerges due to the asset-speci-
ficity and lack of portability of the cumulative investment in building their reputa-
tion and ranking, transaction history, and ecosystem understanding. In addition, 
given the winner takes most features of digital platform markets, the PDE’s depen-
dence upon the platform increases as the availability of viable business alternatives 
outside the platform decreases. Mirroring Emerson’s argument (1962), as the plat-
form grows and matures, power asymmetries increase while the importance of the 
individual entrepreneur decreases. Under these circumstances, the incentives pro-
vided have a contradictory effect as they reinforce the power imbalance and unique 
risks emanate from the platform’s actions and decisions.
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It is possible to illustrate the differences in risk between an entrepreneur estab-
lishing an online as opposed to a traditional business. As Figure 3 shows, in compar-
ison to traditional entrepreneurship, platform-dependent entrepreneurship is ini-
tially very attractive to entrepreneurs due to the Positive Platform Effect discussed 
extensively in the literature (Nambisan, 2017; Eckhardt et al., 2018). In the startup 
phase, the traditional entrepreneur experiences greater difficulty and higher costs 
of entry because they must secure access to resources and customers. In contrast, 
PDEs receive these and benefit during their growth phase, as the platform supports 
scale-up. In contrast, as the traditional entrepreneur’s business grows, it owns tan-
gible and intangible assets such as reputation and customers. Thus, it is not as vul-
nerable to unilateral decisions by another party.

The Negative Platform Effect has received substantially less attention. This ef-
fect reflects the novel components of risk that originate from the platform’s power 
over PDEs and strengthens as the platform becomes dominant in a particular market. 
Entrepreneurship and building a business has always been fraught with risk. Depen-
dence upon a platform, however increases not only risk, but also actually creates a 
new source of Knightian uncertainty. PDEs’ pervasive precarity stems from the fact 
that this unknowable future distribution of risk extends to the basic tools for do-
ing business, as platform owners can control access to customers, prices, and profit 
margins—and thereby, the survival of the business. Paradoxically, as the PDE grows, 

Figure 3 The different risk profiles of a traditional versus a 
 Platform-Dependent Entrepreneurial firm over Time

value appropriation. For today’s entrepreneurs, it is
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Policy-makers are increasingly considering the
implications of platform power. For example, the
Indian government recently required Amazon, and
theWalmart-ownedFlipkart,tochoosebetweenbeing
online retailers and sales platforms so as to eliminate
unfair competition between panoptic platform
retailers andPDEs. Likewise, the competition author-
ities in the European Union have undertaken a wide
variety of actions related to the largest platforms.
These include imposing large fines on Google; first
in 2017, for favoring its own shopping website over
competitors in its search results, and again in 2018,
for requiring that its apps be preinstalled onAndroid
(European Commission, 2018).
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while traditional risks may decrease, other things being equal, their dependence and 
insecurity upon the platform remains—and, in cases of great success, may increase. 
Successful businesses may in fact become a target for the platform to envelope or for 
increased usage fees, unless they take actions to build alternatives.

Platform-dependent businesses challenge a number of the key assumptions about 
competition and value appropriation. For today’s entrepreneurs, it is vital to develop 
a business model that leverages the resources and customers available from a plat-
form to build one’s business, while also mitigating the platform’s control over that 
business. PDEs actively implement responses aimed at weakening a platform’s grip, 
by altering the structure of the relationship. Yet, actions meant to counterbalance 
platform power may be difficult to implement or costly, especially for smaller firms 
with fewer capabilities (Cennamo et al., 2018).

6.1 Implications for policy-makers

With regard to their ecosystems, platforms are essentially private regulators—a re-
ality that has important policy implications. Not surprisingly, due to their growing 
and ever more apparent power, platform firms are facing increasing public criticism 
and regulatory scrutiny. To date, most attention has been directed toward macro-lev-
el, anti-competitive dynamics such as the impacts upon public opinion formation, 
consumers, and data privacy (Furman et al. 2019; Khan, 2016). While all valid con-
cerns, we suggest that governments have not fully grasped how platforms are reshap-
ing the playing field upon which competition and entrepreneurship takes place. Pol-
icy-makers have focused less upon the micro-level relationships between platforms 
and PDEs. Yet, this is where platform power is expressed.

One solution commonly advocated is to dismantle these platforms. Such action 
should be undertaken with care, as these platforms are also the source of income and 
livelihoods for an enormous number of entrepreneurs and provide consumers with 
great variety at attractive prices. Incremental, government regulation could perhaps 
address the terms and conditions of contracts between PDEs and platforms to en-
sure that they are not too one-sided. For example, the government could require a 
reasonable advance notification for any fee and sales commission changes. Delisting 
or demonetization due to changes in policy should require advance warning and an 
approved adjudication process. Addressing these terms-and-conditions-related is-
sues could reduce the precarity experienced by PDEs, while not destroying the so-
cial benefits that platforms bring.

Policy makers are increasingly considering the implications of platform power. 
For example, the Indian government recently required Amazon and the Walmart-
owned Flipkart to choose between being online retailers and sales platforms to elim-
inate unfair competition between panoptic platform retailers and PDEs, the compe-
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tition authorities in the European Union have undertaken a wide variety of actions 
related to the largest platforms. These include imposing large fines on Google; first, 
in 2017, for favoring its own shopping website over competitors in its search results, 
and again, in 2018, for requiring that its apps be pre-installed on Android.

In order to support PDEs to redress power over platforms, in 2019, the Europe-
an Commission issued a set of rules meant to ensure a “fair, transparent and predict-
able business environment for smaller businesses and traders on online platforms” 
(European Commission, 2018, 2019). This EU rule making aimed to alter the terms 
and conditions set forth in the contracts that PDEs agree to when they join a plat-
form. In 2019, the European Union (2019) enacted a regulation whose explicit goals 
were to redress the power imbalance by mandating greater transparency and explic-
it procedures through which the PDEs can file grievances. This initiative and the ac-
companying regulation, while recognizing the benefits that platforms produce, sets 
forth a number of requirements regarding the relationship between the platform 
and the businesses dependent upon it. For example, the 2019 regulation mandates 
than any major change in the contract between the platform and the PDE requires 
the provision of 15 days’ notice. Platforms are further required to develop transpar-
ent dispute-settling mechanisms that businesses selling through a platform can uti-
lize. Moreover, the platform must allow those selling on the platform to have direct 
contact with their customers, thereby creating an opening to increase direct sales. 
Finally, the EU regulation requires that platforms provide an account of the main 
factors used in their online ranking systems and provide advance notice regarding 
any major changes in such systems. These changes suggest that in Europe the power 
imbalances that we have identified may be ameliorated, at least, to a certain degree. 
These European changes also provide openings for future research that can treat the 
changes as a quasi- experimental setting for understanding the impacts of regulato-
ry changes on PDEs’ conditions.

Regulators could promote policies aimed at reducing PDEs’ dependence on a sin-
gle platform. One powerful strategy is to limit platforms’ ability to hinder multihom-
ing, thereby increasing competitiveness. If PDEs were more easily able to transfer 
their businesses to another platform, it would facilitate the entry of new competi-
tive platforms. Currently, most regulatory and antitrust activity is conducted by ex-
isting agencies. It might be possible to establish a Platform Competition Authority, 
whose role would be to investigate PDE complaints and establish a body of regula-
tions aimed at ensuring the viability and health of platform ecosystems.

Governments could also change laws to allow the formation of trade associa-
tions or even unions to represent PDEs; something that is currently illegal in US 
law, as PDEs are treated as independent businesses and not employees. Unfortu-
nately, under current antitrust law because PDEs are businesses this might be seen 
as forming a cartel and illegally restraining trade. Already, organizations such as the 
Online Merchants Guild for Amazon merchants and the YouTubers Union formed 
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in Germany for YouTube content creators have emerged23, but they still lack ade-
quate policy support.

Responses that are more radical could be the formation of stakeholder coun-
cils that include the various sides of a platform. For example, councils at YouTube 
would include representatives of the creators, advertisers, and viewers and councils 
at Amazon Marketplace would be composed of spokespersons for buyers and ven-
dors. These councils could discuss the implications of major changes on the platform 
and consider how they would affect ecosystem members. Finally, there has been dis-
cussion of forming platform cooperatives, which would create non-profit platforms 
that operate for the benefit of all stakeholders (Scholz, 2016). An economy, within 
which platforms are becoming increasingly powerful private regulators, requires the 
development of novel and innovative regulatory institutions, so that we may contin-
ue to reap the benefits of platform-organized markets while ensuring that ecosystem 
members and the public interest are considered.

6.2 Future Research Directions

The sheer number of PDEs means that entrepreneurship studies must acknowledge 
their growing relevance in the global economic landscape. Platform-dependent entre-
preneurship differs fundamentally from traditional entrepreneurship due to the power 
asymmetries that define the relationship between PDEs and platform firms. Unravel-
ing the unique risks entrepreneurs face amid powerful platforms lays the groundwork 
for future research exploring entrepreneurs’ platform dependency in greater depth.

We identify several research questions that deserve further attention and we de-
velop a future research agenda around three main area of analysis: the experience of 
PDEs, the interaction between PDEs and platforms, and the broader implications of 
this dependence for entrepreneurship in the economy.

6.2.1 The experiences of PDEs

Far more studies are needed on the risks deriving from this power imbalance and on 
PDEs’ strategies to ameliorate them. Competitive dynamics in digital platform mar-
kets have peculiar and distinctive features, but managerial scholars have mostly em-
braced the platform’s perspective (Cennamo, 2019; Cusumano et al., 2019). How 
can PDEs develop and combine strategies to mitigate risks and capture a larger share 
of the value they create (Wang & Miller, 2019; Wen & Zhu, 2019)? In section 6, we 
listed many of these strategies, but we do not know which ones are the most effec-
tive, under what conditions can an PDE implement them, and, as importantly, the 
strategies that a platform can use to respond.
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Another important research area explores the cost of dependence for PDEs. Fur-
ther research could develop a more nuanced understanding of how PDEs cope with 
pervasive uncertainty and the consequent stress, anxiety and precarity that are evi-
dent in their accounts of working on a platform (Nambisan & Baron, 2019; Curchod 
et al., 2019). For example, in exploring the experiences of independent workers in 
the gig economy, Petriglieri, Ashford & Wrzesniewski (2019) describe how individu-
als cultivate connections with routines, places, people and broader purposes to deal 
with the emotional tension of their precarious working conditions. What tactics that 
make PDEs more resilient?

A related avenue for future studies is the rise of virtual communities of PDEs that 
offer support and resources to members (Kuhn & Galloway, 2015). Digital entrepre-
neurship has contributed to an increased distribution of entrepreneurial agency. In-
vestigating how the interplay between competition and cooperation is affected by 
dependence is a fascinating area for future research.

6.2.2 Interactions between PDEs and platforms

Management of the PDE-platform relationship is essential for the success of both. 
Platforms offer PDEs easily accessible resources for easy market entry and, if suc-
cessful, rapid growth. Yet, PDEs face the possibility that a platform firm will change 
the conditions for success at any moment, potentially without warning or recourse. 
This means that as entrepreneurs build their business on a platform, they become 
dependent upon the platform’s actions, which are oriented in a balance between sus-
taining or growing their ecosystem and their own profits.

This paper is a discussion of the general case, and many differences exist due to 
the remarkable variety of PDEs. Nonetheless, power-dependency is a fundamental 
constitutive element of the relationship between the platform and its PDEs. Wheth-
er PDEs are larger venture capital-financed firms, individuals, and even established 
businesses transitioning to selling through a platform, their structural position en-
sures that will experience dependency. Of course, the PDEs’ own resources and ca-
pabilities affect the degree of dependence (Eaton et al., 2015). For example, in 2017, 
after a long resistance to selling directly through Amazon, Nike joined the Amazon 
platform. Because of its market power, Nike was able to negotiate an arrangement 
with Amazon by which sales from unlicensed Nike distributors and those of knockoff 
items being sold by third-party sellers would end. In 2019, Nike withdrew from the 
relationship because it felt that Amazon did not fulfill the agreement and renewed 
efforts to sell to consumers directly through the Nike website24. This example shows 
how compelling Amazon was, but also the fact that the platform-PDE relationship 
was so onerous that Nike decided it was better to terminate the relationship. Our 
work sets the bases for future theorizing on the peculiar features and circumstances 
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that make PDEs more or less dependent upon the platform owner. Identifying the 
dimensions and their relationships that define the degrees of dependence is a fruit-
ful direction for future entrepreneurship research.

Based on the implications we highlighted, to what extent do entrepreneurs antic-
ipate their dependency when designing business models and strategies for the plat-
form economy and how does this influence their actions? Although digital platforms 
allow for experimentation with new technologies and business models (Nambisan, 
2017; Eckhardt et al., 2018), future research could examine PDEs’ degrees of free-
dom in developing their businesses when platforms can easily identify those creat-
ing Schumpeterian rents and attempt to capture those rewards.

It is also important to explore how dependence evolves during the platforms’ life-
cycle. In order to achieve and maintain a dominant position, platforms owners need 
to actively and strategically manage the interaction with their complementors over 
time (McIntyre, Srinivasan, & Chintakananda, 2020), and PDEs will almost certain-
ly face greater demands and higher risks as power asymmetry becomes greater in the 
later stage of a platform’s lifecycle. Rietveld, Ploog, & Nieborgoffer (2020) provide 
empirical evidence of the increasing costs borne by PDEs when a platform gains dom-
inance, showing that a dominant market position shifts platforms’ governance strat-
egy towards profit maximization, and, as a consequence, the value captured by PDEs 
decreases significantly. The proliferation of user forums where PDEs share and dis-
cuss issues (Kuhn & Galloway, 2015) offers a fruitful avenue to further investigate 
this question empirically, by exploring how PDEs engage with different problems at 
different stages of a platform’s lifecycle.

7 Conclusion

In 2020, platforms are becoming the infrastructure of economy and therefore the 
context within which entrepreneurship takes place. Launching a new business today 
requires almost certainly a social media strategy, using online advertising, and decid-
ing whether to offer one’s good or service through a platform. We showed that ma-
ny tenets of traditional notions of entrepreneurship are no longer valid in situations 
where the entrepreneur depends upon a powerful online digital platform. Paradoxi-
cally, this is true despite and because of the fact that the initial investment and risk 
of establishing a business decreased due to the many resources platforms provide. 
And yet, building one’s business on a platform means facing new dimensions of un-
certainty. In particular, platforms are in a powerful position to, in Teece’s terminol-
ogy (2017), “sense” and “seize” the rents that normally accrue to innovators and en-
trepreneurs. Ultimately, this is because PDEs have no control or little influence over 
the actions and strategies of platform owners. In fact, in most cases, the can only 
speculate as to the reasons behind many of changes they experience.
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Entrepreneurship education must recognize and incorporate lessons on how en-
trepreneurs can navigate and manage this new world of affordances and uncertain-
ty. Students must be provided with the knowledge and skills to understand the pit-
falls and consequences of their platform-related decisions and have plans to mitigate 
their dependence. It is vital to increase the awareness among potential entrepreneurs 
of the paradoxes inherent in building a business on a platform. Platforms are part of 
the context for entrepreneurship and tools to be used by entreprenerus. To illustrate, 
an entrepreneur can use Amazon as a marketing forum, while directing repeat con-
sumers to one’s own website. Entrepreneurship pedagogy should include case stud-
ies to build awareness of alternative strategies, whereby the platform is a resource to 
achieve the independence that is the promise of entrepreneurship.

We have argued that the fundamental tenets of market capitalism and tradition-
al Schumpeterian notions of entrepreneurship may no longer be valid in the markets 
where platforms are increasingly powerful. To what extent do we need new theories 
to understand platform-dependent entrepreneurship? The emergence of platform 
economy challenges the traditional and iconic vision of entrepreneurial agency, in-
dependence, and mastery of one’s own destiny. In this environment the “emancipa-
tory potential of entrepreneurship” (Rindova et al., 2009) is threatened by the new 
risks and multi-dimensional uncertainty that we have chronicled. It is vital for en-
trepreneurship, strategy, and organizational behavior researchers to better explicate 
how the platform firms are fundamentally shifting the context for entrepreneurial 
agency and strategic action.

Endnotes
1 Our definition of platform-dependent entrepreneurs evokes a long-standing de-

bate about who should be considered an entrepreneur (Shane & Venkataraman, 
2000). We use the term platform-dependent entrepreneur to indicate individuals 
or existing organizations entering a platform market. In this regard, platform-de-
pendent entrepreneurship is an inclusive concept that incorporates different en-
trepreneurial expressions that include app developers on the Apple store, individ-
uals selling on Amazon, but also Instagram influencers and YouTubers. By doing 
so, we respond to Aldrich & Reuf ’s (2018) call for a more comprehensive per-
spective in entrepreneurship research.
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Abstract
Global forces have shaped the world since the industrial and digital ages. A recent 
perspective on globalization acknowledges the growth of three supranational eco-
nomic, social, and manufacturing blocs, namely the USA, the EU, and most recently, 
China. In this larger picture China contends with the US to become the largest econ-
omy in the world. Recent developments in the US–China trade conflict have centered 
on digital technology and have set the two countries on a path towards a technology 
separation. This technology separation will disrupt the unique and strategically im-
portant global value chains of digital technologies. We define digital technologies as 
the stack of integrated hardware and software systems that enable various end ap-
plications to emerge from computation.

The technology separation will happen in the lower hardware levels of the tech-
nology stack, that is, in knowledge- and capital-intensive semiconductor technolo-
gy, design and manufacturing. A separation within semiconductor technology could 
have serious implications for Europe, but especially for smaller open economies such 
as that of Finland. The key to designing Europe’s semiconductor technology strategy 
is understanding the history, technologies, and dynamics of the semiconductor in-
dustry as well as understanding industrial policies regarding semiconductors in the 
USA and China. What are the different options for Europe if the technological sep-
aration continues?

Keywords
Semiconductors, Semiconductor industry, Digital technology, Technology stack, 
Sino-American technology separation, Industrial policy
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1 Tectonic shifts in the global world order
Different forces of globalization have shaped the world since the industrial and dig-
ital ages.1 Additionally, globalization has made nations more integrated and interde-
pendent through diverse networks of cross-border relationships (Baldwin, 2006). 
Most large multinational corporations (MNCs) trade regionally based on national-
ly located assets, and financial flows have been concentrated to North America, Eu-
rope, and East Asia (Seppälä, Kenney, & Ali-Yrkkö, 2014).

The contemporary view of globalization is based on recent events and acknowledg-
es the progress of supranational economic, social and manufacturing blocks, name-
ly the USA, the EU, and most recently, China (Seppälä, Kenney, & Ali-Yrkkö, 2014; 
Hirst, Thompson, & Bromley, 2015). The relationships between these economic, 
social and manufacturing blocs, and their overlapping interests govern global trade, 
industry, digitization, and technologies. Additionally, differing ideologies and modi 
operandi undermine multilateral endeavors. From this perspective, it has become 
evident that China is contending with the US to become the largest economy in the 
world (The Economist, 2020a; Frankel, 2020).

The Chinese state has assumed a large role in providing support for industrial-
ization (Nolan, 2001; Harrison, 2014). Wade (1990) posited that late industrializers 
typically go through a distinct phase of state intervention and protectionism in or-
der to develop domestic industries. It is also widely known that industrial policy and 
government intervention aimed at building technological competence have served 
as the driving forces behind late industrialization in advanced electronics industries, 
for instance, in Japan and South Korea (Amsden, 1989; Wade, 1990).

China initially entered labor-intensive parts of electronics value chains in the 
1990s and later, those of semiconductor value chains in the 2000s, mainly through 
Taiwanese and American foreign direct investment (FDI) (Brown & Linden, 2005). 
This FDI made China the largest exporter of computers around 2004 (Yang, 2006). 
In the beginning of China’s upgrading journey, as much as 90% of value adding com-
ponents had to be imported from other nations (Assche & Gangnes, 2010).2 It has 
later been documented that China has captured a larger share of value creation in 
the electronics supply chains (Larsen, Seppälä & Ali-Yrkkö, 2018). Furthermore, 
the Chinese state continues to provide strong support for its domestic technology 
industries (see the Made in China 2025 initiative [Zenglein & Holzmann, 2019]).

Recent developments in the US–China trade conflict have centered on digital 
technology and have set the two countries on a path towards technological separa-
tion (The Economist, 2020b). The US invokes national security concerns over 5G net-
works and it has targeted Huawei, the Chinese exporter of telecom network equip-
ment and smartphones. To concretize, Huawei was first added to the Department of 
Commerce entity list in May 2019, requiring export licenses for American firms to 
continue supplying Huawei (Department of Commerce, 2019). Further Huawei ex-
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port restrictions on integrated circuits (ICs) produced using American equipment 
were announced in May 2020 (Department of Commerce, 2020). The latest trade re-
strictions in the semiconductor value chain are particularly interesting as they affect 
China indirectly through Taiwan Semiconductor Manufacturing Company (TSMC).3

When it comes to the hardware (HW) and software (SW) digital technology 
stack, China has demonstrated its competitiveness in digital platforms (e.g., Tik-
Tok, WeChat and Alibaba) and digital systems (e.g., Huawei, Xiaomi, Oppo). Yet 
the country lacks self-sufficiency in semiconductors—the lower hardware layers of 
the technology stack. Discussions, policies, and actions relating to digital platforms 
and systems will accordingly have significance but arguably not be as important and 
decisive as those regarding semiconductors.

Semiconductors are essential to modern life. New digital technologies—such as 
edge computing, industry 4.0, general artificial intelligence (AI), and quantum com-
puting—rely heavily on semiconductor progress in delivering their promise of mas-
sive benefits to the global economy. Leading-edge semiconductors are also seen as 
“critical to defense systems and US military strength” (PCAST, 2017). Additionally, 
the global and distributed nature of IC value chains pose hardware security risks, and 
ensuring the integrity of ubiquitous semiconductor devices is hence important in or-
der to mitigate future cybersecurity threats (Rostami, Koushanfar, & Karri, 2014).

Computation with semiconductors has become a cornerstone of scientific re-
search and the human ability to solve increasingly complex problems relies on digi-
tal technologies, that is, on “the synergy of advanced algorithms, data and hardware” 
(PRACE, 2018). It is quite trivial, then, to see that quicker and more pervasive com-
putation with greater power efficiency can benefit the public and equally provide a 
strategic edge in national security and business.

The motivation for writing this working paper is a concern that Europe, including 
Finland, will fall behind China and the US in the development of the digital technol-
ogies that will drive economic growth in the future as the technology separation con-
tinues. Furthermore, Europe and Finland need to reconsider their technology strate-
gies if the separation affects the semiconductor layers of the digital technology stack 
(see Figure 1 on the next page). What options does Europe have to secure techno-
logical sovereignty4 if the Sino-American technology separation continues? Does Eu-
rope need to achieve technological sovereignty in semiconductors?5

The current European-wide technology strategy envisions developing a high-qual-
ity digital infrastructure by increasing EU, member state, and industry technolo-
gy investments6 to €20 billion annually in order to keep up with the US and Asia 
(European Commission, 2020). The goal is to secure “technological sovereignty 
in key enabling technologies and infrastructure” (European Commission, 2020). 
While there has been widespread discussion on American platform giants’ market 
power in Europe, we want to bring semiconductor technology into European pol-
icy discussions.
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The European Commission’s AI white paper is an attempt to steer technology 
industry development in Europe. However, Europe’s strategy with regard to semi-
conductors remains unclear. The commission states that initiatives such as the Eu-
ropean Processor Initiative (EPI) might reduce the dominance of non-EU players 
in the semiconductor markets (European Commission, 2020). However, meaning-
ful achievements in upgrading the European semiconductor industry remain unlike-
ly with the current strategy and current levels of investment.

This working paper continues as follows: First, we provide a definition of the semi-
conductor technology stack. Second, we write about the historical context of glob-
al value chains in the semiconductor industry. Third, we describe the current state 
of semiconductor manufacturing and how value is captured and created geographi-
cally. Fourth, we present how globally significant supranational blocs have acted in 
support and the policies of their semiconductor industries. We conclude that politi-
cal action on European technology sovereignty might pose a threat to Finnish tech-
nology neutrality and respective exports in the future.

2 Defining the semiconductor technology stack

We define digital technologies as the integrated hardware and software systems that en-
able (and have enabled) various end applications to emerge from computation. The 
technology stack has been used to describe strategies and dynamics in the electron-
ics industry and mobile internet (see, e.g., Kenney & Pon, 2012). We adopt a deeper 
view of the stack in order to capture how semiconductors affect the global technol-
ogy competition. The hardware and software layers are depicted in Figure 1 below.

large market power have been scrutinized, 
especially in Europe, while China has managed to 
cultivate its own breed of domestic technology 
giants. European consumers are currently free to 
choose between American and Chinese platforms.

In our view, the system layer bridges the hardware 
and software domains. It provides a category for a 
diverse range of companies providing 
telecommunications infrastructure, mobile 
devices, and computers. In this layer the 

functionality, performance, connectivity, and 
security (among other attributes) of digital 
technologies are defined. Without systems 
companies, there would not be any smartphones 
or computers, nor any wireless networks for 
platforms to provide their offerings. As opposed 
to the US, China and Europe are self-sufficient in 
telecommunications networks (Huawei, Nokia, & 
Ericsson). Global value chains in the electronics 
industry are heavily reliant on China, with China 
being the largest exporter of electronics.  
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The lower hardware layers have become a 
flashpoint in the Sino-American trade conflict. 
Semiconductor ICs are the foundation for 
computation in data centers, smartphones, PCs, 
aerospace, business, national defense, and 
healthcare. They underpin the estimated revenue 
of $2 trillion in global e-commerce (The 
Economist, 2018), and national leadership in 
semiconductors is strategic. The semiconductor 
industry enables both the system and platform 
levels of the digital technology stack. The US is 
trying to maintain its technology leadership by 
restricting Chinese access to leading-edge ICs 
while simultaneously accelerating innovation 
efforts at home.  It is interesting to note that 
platform companies have begun moving down the 

stack by investing in proprietary chip designs to 
accelerate workloads in their computing 
environments (e.g., Google TPU [Cherney, 2020], 
Alibaba Hanguang [Kharpal, 2019]). There is 
however a clear distinction between the design 
and manufacturing of ICs—Apple is for instance 
making its own semiconductor designs but relies 
on TSMC for manufacturing.  

The current positions of the supranational 
economic and social blocs in the semiconductor 
technology stack are indicated in Table 1 on the 
next page. 
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3.1 The US–Japan trade war in the 1980s 
The innovation, competitiveness, and integrity of 
the US semiconductor industry is now facing 
challenges (PCAST, 2017). However, the prospect 
of a US deterioration in semiconductors because 
of foreign competition is nothing new. US 
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The top layer of the technology stack is platforms, an umbrella term that we use 
for operating systems, applications, marketplaces, and social networks. The plat-
form layer remains largely unaffected by the trade war because only 3% of US soft-
ware industry revenue was generated in China in 2019 (The Economist, 2020b) and 
vice versa. Furthermore, it can be noted that the open source standards, application 
programing interfaces, and easy reproducibility of software reduce the significance 
of software in the conflict. American platform companies that allegedly have large 
market power have been scrutinized, especially in Europe, while China has managed 
to cultivate its own breed of domestic technology giants. European consumers are 
currently free to choose between American and Chinese platforms.

In our view, the system layer bridges the hardware and software domains. It 
provides a category for a diverse range of companies providing telecommunica-
tions infrastructure, mobile devices, and computers. In this layer the function-
ality, performance, connectivity, and security (among other attributes) of digi-
tal technologies are defined. Without systems companies, there would not be any 
smartphones or computers, nor any wireless networks for platforms to provide 
their offerings. As opposed to the US, China and Europe are self-sufficient in tele-
communications networks (Huawei, Nokia, & Ericsson). Global value chains in 
the electronics industry are heavily reliant on China, with China being the largest 
exporter of electronics.

The lower hardware layers have become a flashpoint in the Sino-American trade 
conflict. Semiconductor ICs are the foundation for computation in data centers, 
smartphones, PCs, aerospace, business, national defense, and healthcare. They un-
derpin the estimated revenue of $2 trillion in global e-commerce (The Economist, 
2018), and national leadership in semiconductors is strategic. The semiconductor 
industry enables both the system and platform levels of the digital technology stack. 
The US is trying to maintain its technology leadership by restricting Chinese access 
to leading-edge ICs while simultaneously accelerating innovation efforts at home. 
It is interesting to note that platform companies have begun moving down the stack 
by investing in proprietary chip designs to accelerate workloads in their comput-
ing environments (e.g., Google TPU [Cherney, 2020], Alibaba Hanguang [Kharpal, 
2019]). There is however a clear distinction between the design and manufacturing 
of ICs—Apple is for instance making its own semiconductor designs but relies on 
TSMC for manufacturing.

The current positions of the supranational economic and social blocs in the semi-
conductor technology stack are indicated in Table 1 on the next page.
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3 Semiconductors—a flashpoint in the US–China 
 trade war

3.1 The US–Japan trade war in the 1980s

The innovation, competitiveness, and integrity of the US semiconductor industry is 
now facing challenges (PCAST, 2017). However, the prospect of a US deterioration 
in semiconductors because of foreign competition is nothing new. US semiconductor 
companies faced intense competition from Japanese dynamic random-access mem-
ory (DRAM) manufacturers in the 1980s (Brown & Linden, 2011). It took about 20 
years for Japanese manufacturers to achieve technological parity with the US: in the 
1960s, government agencies forced technology transfers from foreign companies 
(e.g., IBM) seeking access to the Japanese market (Prestowitz, 1988). The Japanese 
government furthermore actively subsidized research and promoted cooperation be-
tween its intensely competing business groups (Fransman, 1990).

By developing superior manufacturing capabilities, Japanese semiconductor di-
visions surpassed the US in both market share and R&D expenditure (Brown & Lin-
den, 2011). Crashing demand for DRAM in 1985 and eager Japanese investments led 
to severe overcapacity and an acute crisis in US semiconductor manufacturing. US 
firms weathered the storm through consolidation and repositioning from DRAM to-
ward custom logic processors. Industry collaboration simultaneously increased as 
the Semiconductor Industry Association (SIA) was formed to solicit support from 
the government amid calls for “fair trade” and the elimination of “dumping” in US 
and third markets, although the latter was never proven (Irwin, 1996).

Despite the rhetoric of semiconductors being strategic high technology, Irwin 
(1996) concluded that the 1980s DRAM dispute followed a similar pattern to that 
of other instances of trade friction. Namely, that the rapid entry of reasonably priced 
high-quality Japanese goods (e.g., cars and textiles) was a shock to isolated American 
manufacturers. The resolution of the US–Japan rivalry adopted numerical targets, so-
called managed trade (see Flamm, 2010), for US access to the Japanese market (Ir-
win, 1996). In an interesting precedent to strategic high technology, US trade policy 
shifted away from setting trade “rules” and moved towards seeking a transaction-

Table 1 The current position of each economic and social bloc in the 
 semiconductor technology stack
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access to the Japanese market (Prestowitz, 1988). 
The Japanese government furthermore actively 
subsidized research and promoted cooperation 
between its intensely competing business groups 
(Fransman, 1990).  

By developing superior manufacturing 
capabilities, Japanese semiconductor divisions 
surpassed the US in both market share and R&D 
expenditure (Brown & Linden, 2011). Crashing 
demand for DRAM in 1985 and eager Japanese 
investments led to severe overcapacity and an 
acute crisis in US semiconductor manufacturing. 
US firms weathered the storm through 
consolidation and repositioning from DRAM 
toward custom logic processors. Industry 
collaboration simultaneously increased as the 
Semiconductor Industry Association (SIA) was 
formed to solicit support from the government 
amid calls for “fair trade” and the elimination of 

“dumping” in US and third markets, although the 
latter was never proven (Irwin, 1996). 

Despite the rhetoric of semiconductors being 
strategic high technology, Irwin (1996) concluded 
that the 1980s DRAM dispute followed a similar 
pattern to that of other instances of trade friction. 
Namely, that the rapid entry of reasonably priced 
high-quality Japanese goods (e.g., cars and 
textiles) was a shock to isolated American 
manufacturers. The resolution of the US–Japan 
rivalry adopted numerical targets, so-called 
managed trade (see Flamm, 2010), for US access 
to the Japanese market (Irwin, 1996). In an 
interesting precedent to strategic high technology, 
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“rules” and moved towards seeking a transactional 
“outcome” (Dick, 1996). The threat of US 
sanctions reduced the scope for direct government 
intervention in established industries (Brown & 
Linden, 2011). But, because Japanese 
manufacturers could sell to Europe and easily 
circumvent voluntary export restrictions, some 
argue that the extensive integration of 
semiconductor markets rendered the US unilateral 
approach inefficient in the short term (Dick, 
1996). 

 

 

 USA  China Europe 
Platforms A leading role Local platform firms since 2000s A minor role 
Systems Equipotent status 
Hardware A leading role On-going upgrading since 2000s A minor role 
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Although a policy response might not work 
exactly as intended, history shows that industry 
leaders can collaborate and consolidate in order to 
lobby for support when facing an exogenous 
crisis. The current challenge to the US 
semiconductor industry however has a different 
nature. China plays a dual role in the ongoing 
conflict as it is developing its domestic 
semiconductor capabilities while simultaneously 
guarding the largest and fastest growing market 
for semiconductors globally. While the US sought 
to manage its trade deficit with Japan, the current 

goal of the US government is decoupling from 
China (Koskinen, 2020). 

3.2 A brief history of TSMC 
The nurturing and flourishing of Taiwan’s 
semiconductor industry form one of the most 
successful cases of industrial establishment. The 
two main influences on Taiwan’s success in the 
semiconductor industry are detailed in the related 
literature. The first was the institutional view of 
an innovative public-private partnership that 
enabled the diffusion of technologies and 
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al “outcome” (Dick, 1996). The threat of US sanctions reduced the scope for direct 
government intervention in established industries (Brown & Linden, 2011). But, be-
cause Japanese manufacturers could sell to Europe and easily circumvent voluntary 
export restrictions, some argue that the extensive integration of semiconductor mar-
kets rendered the US unilateral approach inefficient in the short term (Dick, 1996).

Although a policy response might not work exactly as intended, history shows 
that industry leaders can collaborate and consolidate in order to lobby for support 
when facing an exogenous crisis. The current challenge to the US semiconductor in-
dustry however has a different nature. China plays a dual role in the ongoing con-
flict as it is developing its domestic semiconductor capabilities while simultaneously 
guarding the largest and fastest growing market for semiconductors globally. While 
the US sought to manage its trade deficit with Japan, the current goal of the US gov-
ernment is decoupling from China (Koskinen, 2020).

3.2 A brief history of TSMC

The nurturing and flourishing of Taiwan’s semiconductor industry form one of the 
most successful cases of industrial establishment. The two main influences on Tai-
wan’s success in the semiconductor industry are detailed in the related literature. The 
first was the institutional view of an innovative public-private partnership that en-
abled the diffusion of technologies and knowledge to private firms (Mathews, 1997). 
The second was highlighting the role of engineers and scientists with US education-
al and professional experience returning to Taiwan (so-called returnees; Saxenian, 
2006), although these returnees mainly participated in later industry development 
(Kenney, Breznitz & Murphree, 2013). TSMC, for instance, benefited from return-
ees by recruiting many of them to senior management positions, which provided vital 
business connections in addition to managerial capabilities (Saxenian, 2006). Pro-
gressive integration into formal corporate production networks and informal knowl-
edge networks helped Taiwan upgrade its technical capabilities and thus sustained 
its semiconductor industry’s competitiveness (Ernst, 2010).

TSMC is the technology leader in semiconductor fabrication and can be seen as 
a bottleneck in the semiconductor value chains from the American perspective. At 
the height of the US–Japan DRAM crisis, TSMC was spun off from a pilot project 
within the Electronics Research Service Organization (ERSO) in 1985. ERSO had 
made several technology transfers from various actors in order to expand its techni-
cal semiconductor capabilities. Taiwan’s first semiconductor fabricator, United Mi-
croelectronics Corporation (UMC), was created as an ERSO technology and staff 
spin-off with government financing in 1980. While taking over ERSO’s manufactur-
ing pilot, the new company, TSMC, was formed as a joint venture with Dutch multi-
national Philips. In return for an advantageous position in Taiwan’s semiconductor 
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industry, Philips transferred both its existing technology (which trailed the world 
leading-edge by 1–2 generations) and its cross-licensing agreements with other man-
ufacturers to the new joint venture. The last detail effectively shielded TSMC from 
intellectual property (IP) rights disputes that plagued other East Asian manufactur-
ers (Mathews, 1997).

By the mid-1990s, TSMC had retained its cost advantage while achieving techno-
logical parity with leading IDMs and foundries in the United States and Japan (Saxe-
nian, 2006). All in all, the Taiwanese upgrade to the leading edge took 20 years (fun-
damental capabilities were being nurtured 10 years prior to TSMC’s entry).

TSMC’s success is founded in its reliability in regard to delivering timely manu-
facturing process advancements. The company pioneered the innovative pure-play 
foundry business model when it was conceived in the 1980s by TSMC’s founder, Dr. 
Morris Chang. Chang had worked at Texas Instruments for 25 years and noticed a 
trend of top engineers founding their own semiconductor businesses. But these start-
ups could not finance huge capital expenditure in semiconductor manufacturing, and 
Chang thus identified a new market opportunity (Nenni, 2020).

The fragmentation of the semiconductor industry started in the 1970s when in-
tegrated device manufacturers (IDMs; such as Intel), along with independent equip-
ment and materials producers, were founded in Silicon Valley. TSMC capitalized on 
the beginning fragmentation by focusing purely on the manufacturing process and 
catering to a newly established chip design industry. Through a design–manufactur-
ing partnership, semiconductor foundries benefited from having access to developing 
(novel) end markets and the design firms gained access to leading-edge manufactur-
ing without the huge capital commitments required for a fab. The availability of elec-
tronic design automation (EDA) tools and standardization through IP blocks facili-
tated the entry of design firms without manufacturing capabilities. IC manufacturing 
was further unbundled by third firms specializing in the final assembly and testing 
of ICs. Fragmentation has driven innovation and allowed specialized firms through-
out the value chain to generate value with innovation in new products, materials, 
microarchitectures, manufacturing processes, and IC packaging (Saxenian, 2006).

3.3 The current semiconductor value chain

Manufacturing ICs from silicon requires one of the most complex manufacturing 
processes on earth, and the semiconductor industry constitutes a great but idiosyn-
cratic example of a global value chain (SIA, 2016). The industry is mature, with most 
segments dominated by a small number of firms located in the US, South Korea, Tai-
wan, Japan, Europe, and China. There are considerable entry barriers, most notably 
first mover technology advantages, intellectual property, and extremely high fixed 
costs (King, 2003). Competitive advantage in the semiconductor industry is depen-
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Competitive advantage in the semiconductor 
industry is dependent on the manufacturing 
process, which greatly influences performance, 
power consumption, time to market, and cost. Due 
to its complex nature, profitable semiconductor 
manufacturing requires large-scale operations and 
an imperative to fully utilize capacity.  

To facilitate the commercialization of new digital 
technologies and the utilization of available 
capacity, the industry disintegrated into the 
specialist segments of design, fabrication, 
assembly, testing, and packaging, as described 
above. These distinct activities form a global 
value chain where both down- and upstream firms 

can generate value through innovation. The 
suppliers of materials, EDA software, IP blocks, 
and manufacturing equipment complement the 
core firms in the value chain to form the 
geographically distributed semiconductor 
ecosystem. There are still two parallel operational 
strategies in the semiconductor industry. The 
traditional mode of operation is being an IDM that 
vertically integrates design, manufacturing, test, 
and assembly. Within the newer fabless-foundry 
model that emerged with industry fragmentation, 
specialized firms cooperate in the ecosystem. The 
semiconductor value chain is presented in Figure 
2 below.

 

 
Figure 2: The semiconductor value chain (an adaptation from SIA, 2016)

Modularity in both product architecture and 
industrial organization provides strategic 
opportunities for entrants and incumbents in the 
electronics industry (Sturgeon & Kawakami, 
2010). Additionally, offshoring to exploit lower 
labor costs and gain better access to growing 
Asian markets has contributed to semiconductor 
and electronics manufacturing shifting to Asia. To 
summarize, the semiconductor industry is 
characterized by rapid technological advances, 
global markets, and strategically designed 
industrial policies (Flamm, 2010). 

3.4 Industry challenges to meeting diverse 
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Taking a top-down perspective, the exponential 
growth of data and emerging technologies—such 
as autonomous vehicles, 5G, the internet of things, 

and scientific computing—promote the demand 
for faster and more energy-efficient computers. 
Ranging from data centers to IoT edge devices, 
each technology has different requirements for the 
underlying semiconductor ICs. As an example, we 
can contrast the systems on a chip (SoC) used in 
smartphones that integrate the central processing 
unit (CPU), graphics processing unit (GPU)—as 
well as network, video, and AI processing—on a 
single silicon die with the large monolithic CPU 
designs used in data centers (Waldrop, 2016). 

There are myriad technical details about 
advancing semiconductor manufacturing, and 
progress is needed in materials, transistor design, 
manufacturing, packaging technologies, and 
microarchitectures. Extensive coordination 
between designers, materials suppliers, equipment 
makers, and manufacturers is needed in order to 

dent on the manufacturing process, which greatly influences performance, power 
consumption, time to market, and cost. Due to its complex nature, profitable semi-
conductor manufacturing requires large-scale operations and an imperative to ful-
ly utilize capacity.

To facilitate the commercialization of new digital technologies and the utilization 
of available capacity, the industry disintegrated into the specialist segments of design, 
fabrication, assembly, testing, and packaging, as described above. These distinct ac-
tivities form a global value chain where both down- and upstream firms can gener-
ate value through innovation. The suppliers of materials, EDA software, IP blocks, 
and manufacturing equipment complement the core firms in the value chain to form 
the geographically distributed semiconductor ecosystem. There are still two parallel 
operational strategies in the semiconductor industry. The traditional mode of oper-
ation is being an IDM that vertically integrates design, manufacturing, test, and as-
sembly. Within the newer fabless-foundry model that emerged with industry frag-
mentation, specialized firms cooperate in the ecosystem. The semiconductor value 
chain is presented in Figure 2 below.

Modularity in both product architecture and industrial organization provides stra-
tegic opportunities for entrants and incumbents in the electronics industry (Stur-
geon & Kawakami, 2010). Additionally, offshoring to exploit lower labor costs and 
gain better access to growing Asian markets has contributed to semiconductor and 
electronics manufacturing shifting to Asia. To summarize, the semiconductor indus-
try is characterized by rapid technological advances, global markets, and strategical-
ly designed industrial policies (Flamm, 2010).

An adaptation from SIA (2016).

Figure 2 The semiconductor value chain
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3.4 Industry challenges to meeting diverse computational 
 demands

Taking a top-down perspective, the exponential growth of data and emerging technol-
ogies—such as autonomous vehicles, 5G, the internet of things, and scientific comput-
ing—promote the demand for faster and more energy-efficient computers. Ranging from 
data centers to IoT edge devices, each technology has different requirements for the 
underlying semiconductor ICs. As an example, we can contrast the systems on a chip 
(SoC) used in smartphones that integrate the central processing unit (CPU), graphics 
processing unit (GPU)—as well as network, video, and AI processing—on a single sil-
icon die with the large monolithic CPU designs used in data centers (Waldrop, 2016).

There are myriad technical details about advancing semiconductor manufactur-
ing, and progress is needed in materials, transistor design, manufacturing, packag-
ing technologies, and microarchitectures. Extensive coordination between design-
ers, materials suppliers, equipment makers, and manufacturers is needed in order 
to realize these goals (Waldrop, 2016). We briefly dive into the lowest layers of the 
stack to give an outlook on how the semiconductor industry plans to meet the insa-
tiable demand for more computation.

At the heart of the microprocessors and memory devices in our computers is the 
transistor, billions of which have been integrated in modern ICs. Improving the per-
formance and boosting the density of transistors has been the most straightforward 
way to speed up and cheapen all the digital devices we use today. Although the shape 
and materials of transistors have changed, the same basic structure of complemen-
tary metal oxide semiconductor (CMOS) technology (a gate controlling an electric 
channel between the transistor’s source and drain), which was invented in the 1960s,7 
remains in place today. This is the premise of the empirical observation made by G. 
Moore in 1965 and has been sustained by the semiconductor industry for over 50 
years (Ye, Ernst, & Khare, 2019). But the scaling of CMOS transistors has continu-
ally faced physical challenges and will eventually come to an end (Waldrop, 2016).

From a bottom-up perspective (e.g., considering what type of transistor is used), 
the industry has made multiple transitions throughout history (O’Reagan & Flem-
ing, 2018). The most recent and relevant shift was the adoption of the fin field-ef-
fect transistor (FinFET), a new transistor type which was technically proven around 
2001and first commercialized in 2011 by Intel. The transition required a concerted 
collaboration between major American semiconductor companies, leading-edge uni-
versities, and federally funded research programs. Interestingly, the FinFET was suc-
cessful because it was not too radical a change. Because of immense investments by 
the international semiconductor industry in CMOS technologies, the FinFET need-
ed to fit within the existing manufacturing paradigm (O’Reagan & Fleming, 2018).

The FinFET breakthrough has sustained Moore’s law during the 2010s; however, 
TSMC and Samsung have announced that they will transition to nanosheet transistors 
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at the leading edge in two to three years. FinFETs suffer from electrical leakage that 
becomes untenable at the upcoming 3 nm8 node. Nanosheet transistors wrap the gate 
around the channel to provide better electrodynamic control over the transistor chan-
nel, a concept that researchers have tried to utilize since as early as 19909 (Ye, Ernst, 
& Khare., 2019). This highlights the long development cycle in the bottom layers of 
the technology stack: 30 years from conceptual idea to the start of mass production.

Extreme ultraviolet (EUV) lithography equipment, introduced at the 7 nm node 
and solely provided by Dutch company ASML,10 has allowed single exposure pattern-
ing of critical chip structures in the advanced nodes. Single patterning provides cost, 
yield, and cycle-time benefits in manufacturing. But beyond the 5 nm node, multi-pat-
terning EUV lithography becomes inevitable, which adds to the wafer costs. Lithog-
raphy equipment therefore needs improving in order to shift back to the single expo-
sure patterning of critical chip features at future (1 nm) nodes (Samavedam, 2020).

Further problems are caused by the fact that the amount of heat a microproces-
sor can dissipate (i.e., the power density) has not scaled in the past decade. Proces-
sor clock rates are being kept down to manage heat and the industry has thus shifted 
to multicore microarchitectures to utilize increasing transistor counts. Many work-
loads can be parallelized to take advantage of many processor cores and reach a solu-
tion as quickly as a faster single processor core. One solution for the heat issue is to 
introduce new materials in the channel region of the transistor, which has the poten-
tial to reduce heat and provide higher efficiency (Ye, Ernst, & Khare, 2019).11 With 
nanosheet transistors, improvements in manufacturing equipment and new mate-
rials, transistor density can continue to scale for eight to ten years but performance 
increase at fixed power will be likely to slow down (Samavedam, 2020).

Despite the potential to increase performance through various innovations, the 
increasing complexity of sustaining Moore’s law has led to rising costs in both fabrica-
tion and design. A leading-edge fabrication plant now costs over $15 billion (TSMC, 
2018) and non-recurring engineering work on a 7 nm microarchitecture (the current-
ly maturing manufacturing process) reportedly costs up to $300 million (Lapedus, 
2018). The huge costs of regenerating manufacturing infrastructure for the technolo-
gy successors will most likely constrain the future of the industry (Isaac, 1997). The 
industry is hence shifting towards heterogeneous integration with die-to-die connec-
tivity as a cost-efficient way to improve system performance (Samavedam, 2020).

3.5 The US leads semiconductor value capture and creation

The US is a clear leader both in creating and capturing value in the semiconductor 
industry. We use sales revenue and R&D expenditure figures in support of this claim.

Global semiconductor sales were $481 billion in 2018 and annual sales growth 
is forecast at 4.6% through 2022.12 The growth in demand is driven by high-perfor-
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mance computing, electric and autonomous vehicles, and the proliferation of AI ap-
plications, as well as by the implementation of 5G networks around the globe (PWC, 
2019). On the other hand, declining PC and laptop sales, as well as stagnated smart-
phone sales, create a drag on semiconductor demand. Investment is generally driv-
en by demand for technologically superior products with improved capabilities and 
reliability (SIA, 2016).

US headquartered firms account for 47% of revenue while firms headquartered 
in China only generated 7% of global revenues. Revenue generated in the semicon-
ductor industry by region and across segments in 2019 is presented in Table 2 be-
low. Fabless design firms and IDMs are included in the same category since they 
both have chip design capabilities. The IDM and design segment is by far the larg-
est in semiconductor value chains and includes multiple companies with revenues 
exceeding $20 billion (e.g., the IDMs Intel, Samsung, SK Hynix, and Micron, as 
well as the fabless companies Qualcomm and Broadcom). The US has a particular-
ly strong position in chip design, IDMs, manufacturing equipment, and EDA soft-
ware. China, on the other hand, has a relatively large share of outsourced assem-
bly and testing but still lags far behind the US and other advanced semiconductor 
countries in other segments.
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Micron, as well as the fabless companies 
Qualcomm and Broadcom). The US has a 
particularly strong position in chip design, IDMs, 
manufacturing equipment, and EDA software. 
China, on the other hand, has a relatively large 
share of outsourced assembly and testing but still 
lags far behind the US and other advanced 
semiconductor countries in other segments.  

 

 

 

Semiconductor industry sales, in billions 
 Total US China The rest of the world
IDM & design $407.7 54% 7% 39% 
Equipment $71.6 47% 2% 52% 
Foundry $54.7 11% 8% 81% 
OSAT $28.3 14% 21% 64% 
IP & EDA $9.5 78¤ 1% 21% 

 

Table 2: Semiconductor industry sales by region and segment (van Hezewijk, 2020)xiii 

 

To indicate the relative positions of the countries 
participating in semiconductor value chains, we 
present consolidated data on industry and 
government R&D expenditure in Table 3 above. 
R&D expenditure in the semiconductor industry 
has averaged 15% of sales (SIA, 2016) and we see 
it as a proxy for value creation. US-based 
semiconductor companies account for over half of 
this investment. China is the outlier with the 
government providing most of the R&D 

funding.xiv However, a large share of Chinese 
government investment is allocated to capacity 
installments and acquiring existing technology 
(van Hezewijk, 2019), which only upgrade local 
capabilities incrementally. Finally, honorable 
mentions go to South Korea and Taiwan, as well 
as to the Netherlands, whose research and 
investments have made the continuation of 
Moore’s law possible.xv 
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Table 2 Semiconductor industry sales by region and segment 13

To indicate the relative positions of the countries participating in semiconduc-
tor value chains, we present consolidated data on industry and government R&D ex-
penditure in Table 3 on next page. R&D expenditure in the semiconductor industry 
has averaged 15% of sales (SIA, 2016) and we see it as a proxy for value creation. 
US-based semiconductor companies account for over half of this investment. China 
is the outlier with the government providing most of the R&D funding.14 However, a 
large share of Chinese government investment is allocated to capacity installments 
and acquiring existing technology (van Hezewijk, 2019), which only upgrade local 
capabilities incrementally. Finally, honorable mentions go to South Korea and Tai-
wan, as well as to the Netherlands, whose research and investments have made the 
continuation of Moore’s law possible.15
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Semiconductor R&D expenditure, in billions
 US China The rest of the world 
 S. Korea Taiwan Japan Netherlands
Revenue $270.9 $41.3 $80.9 $75.9 $50 $25.4 
Industry R&D $37.8 $2.6 $8.4 $6.8 $5.2 $3.6 
Government R&D $1.5 $5.5 $1.7 n/a n/a $0.1 
% of revenue 15% 20% 12% 9% 10% 15% 
% of total 54% 11% 14% 9% 7% 5% 

 

Table 3: Geographical distribution of semiconductor R&D expenditure (van Hezewijk, 2019) 

 

4. An overview of Sino-American 
semiconductor policy 
4.1 The USA—maintaining leadership  
As seen above, the US holds dominant market 
positions in the EDA, equipment, and IDM/design 
segments of the semiconductor industry. But 
China is the largest IC market globally and US 
semiconductor firms generate 36% of their 
revenue in the mainland market (Fitch & Davis, 
2020). The largest equipment firms and IDMs 
generate over twice as much revenue in China, as 
opposed to the US, highlighting the importance of 
the Chinese market (van Hezewijk, 2019). Any 
(US or Chinese) policy that diminishes American 
companies’ revenue from China will hurt their 
competitiveness.  

Adding to American woes, Intel, which was once 
the paragon of advanced chipmaking is now one 
process generation between behind TSMC and has 
announced delays in developing its most advanced 
7 nmxvi manufacturing process (Salter, 2020). The 
US thus finds itself amid a technology war with 
China at a point when its domestic semiconductor 
mass manufacturing capabilities are beginning to 
trail behind the leading edge. Nevertheless, US 
industry, academia, and the US government are 
again collaborating to tackle cost, complexity, and 
competitive challenges with a similar model to the 
FinFET breakthrough discussed above (DARPA, 
2020). 

US lawmakers have realized that the domestic 
semiconductor industry’s competitiveness and 
investment capacity may be diminished by the 
trade war and have proposed legislation that 
would provide over $20 billion in aid to support 
US semiconductor manufacturing (Nellis, 2020). 

The bill would provide investment tax credits, a 
federal “matching” fund to match state incentives, 
allocate federal funds for semiconductor R&D, 
and also focus on developing advanced IC 
packaging capabilities (Warner, 2020).  

TSMC has been enticed to build a $12 billion 
semiconductor foundry in Arizona and has 
reportedly agreed on subsidies with the local 
government in order to offset higher production 
costsxvii in the US (Wu, 2020). However, the 
planned foundry capacity is small compared with 
TSMC’s Taiwanese “giga fabs” and the 
manufacturing process would be one generation 
old upon completion. But TSMC’s Arizona fab 
could be trusted for US defense applications with 
smaller production runs. 

As witnessed in the recent trade war escalation, 
the US evidently has the technological clout to 
inflict damage on Chinese firms and thus restrict 
China’s technological development. It is not the 
first time the US has restricted semiconductor 
exports to China. For instance, Intel was denied an 
export license to supply Xeon server-grade 
processors to a Chinese supercomputer in 2015, 
citing concerns over nuclear device development 
(BBC, 2015). Another example of protectionist 
measures by the US Commerce Department was 
the banning of all exports of components and 
software to the second-largest Chinese telecom 
equipment firm, ZTE, in 2018. Restrictions were 
imposed because ZTE failed to comply with 
economic sanctions against Iran and North Korea. 
A settlement requiring ZTE to pay a $1 billion 
fine was reached and the ban was subsequently 
removed. However, ZTE is said to remain under 
close scrutiny by US authorities (Ballentine, 
2018). 

4 An overview of Sino-American semiconductor 
 policy

4.1 The USA—maintaining leadership

As seen above, the US holds dominant market positions in the EDA, equipment, and 
IDM/design segments of the semiconductor industry. But China is the largest IC mar-
ket globally and US semiconductor firms generate 36% of their revenue in the main-
land market (Fitch & Davis, 2020). The largest equipment firms and IDMs generate 
over twice as much revenue in China, as opposed to the US, highlighting the impor-
tance of the Chinese market (van Hezewijk, 2019). Any (US or Chinese) policy that 
diminishes American companies’ revenue from China will hurt their competitiveness.

Adding to American woes, Intel, which was once the paragon of advanced chip-
making is now one process generation between behind TSMC and has announced 
delays in developing its most advanced 7 nm16 manufacturing process (Salter, 2020). 
The US thus finds itself amid a technology war with China at a point when its domes-
tic semiconductor mass manufacturing capabilities are beginning to trail behind the 
leading edge. Nevertheless, US industry, academia, and the US government are again 
collaborating to tackle cost, complexity, and competitive challenges with a similar 
model to the FinFET breakthrough discussed above (DARPA, 2020).

US lawmakers have realized that the domestic semiconductor industry’s com-
petitiveness and investment capacity may be diminished by the trade war and have 
proposed legislation that would provide over $20 billion in aid to support US semi-
conductor manufacturing (Nellis, 2020). The bill would provide investment tax 
credits, a federal “matching” fund to match state incentives, allocate federal funds 
for semiconductor R&D, and also focus on developing advanced IC packaging capa-
bilities (Warner, 2020).

Table 3 Geographical distribution of semiconductor R&D expenditure

van Hezewijk (2019).
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TSMC has been enticed to build a $12 billion semiconductor foundry in Arizona 
and has reportedly agreed on subsidies with the local government in order to offset 
higher production costs17 in the US (Wu, 2020). However, the planned foundry ca-
pacity is small compared with TSMC’s Taiwanese “giga fabs” and the manufacturing 
process would be one generation old upon completion. But TSMC’s Arizona fab could 
be trusted for US defense applications with smaller production runs.

As witnessed in the recent trade war escalation, the US evidently has the techno-
logical clout to inflict damage on Chinese firms and thus restrict China’s technological 
development. It is not the first time the US has restricted semiconductor exports to 
China. For instance, Intel was denied an export license to supply Xeon server-grade 
processors to a Chinese supercomputer in 2015, citing concerns over nuclear device 
development (BBC, 2015). Another example of protectionist measures by the US 
Commerce Department was the banning of all exports of components and software 
to the second-largest Chinese telecom equipment firm, ZTE, in 2018. Restrictions 
were imposed because ZTE failed to comply with economic sanctions against Iran 
and North Korea. A settlement requiring ZTE to pay a $1 billion fine was reached 
and the ban was subsequently removed. However, ZTE is said to remain under close 
scrutiny by US authorities (Ballentine, 2018).

US prosecutors have furthermore indicted Taiwanese foundry UMC, as well as 
newly established Chinese memory producer Fujian Jinhua, of stealing the trade se-
crets of Micron, a US DRAM manufacturer. A manager became part of Micron follow-
ing an acquisition and then became a president of Micron’s Taiwan subsidiary MMT. 
The manager resigned from MMT after two years, bringing with him some 900 pro-
prietary files when he joined UMC in 2015. A partnership was then quickly estab-
lished with Fujian Jinhua to transfer DRAM technology for mass production. Other 
engineers from MMT brought more intellectual property with them when they were 
recruited to UMC (Department of Justice, 2018).

4.2 China—catching up and securing access

China is extremely dependent on semiconductor imports. The import value was $312 
billion in 2018, amounting to over 60% of global sales (The Economist, 2020c). Re-
cent events in the trade war underscore China’s predicament—it is subject to polit-
ically motivated decisions across the Pacific, and Huawei finds itself effectively cut 
off from the leading-edge chip supply. China is playing technological catch up in the 
semiconductor industry while it is trying to secure its supply.

China has launched Guidelines to Promote a National Integrated Circuit Industry in 
2014 and Made in China 2025 in its latest efforts to achieve technological self-suffi-
ciency (VerWey, 2019). The country has implemented industrial policies since the 
1960s to support the strategic development of a domestic semiconductor industry. 
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Made in China 2025 outlines a vision to “develop the IC design industry, speed up 
the development of the IC manufacturing industry, upgrade the advanced packaging 
and testing industries, facilitate breakthrough in the key equipment and materials of 
integrated circuits.” Furthermore, Made in China 2025 describes aiming to domesti-
cally produce 70% of chips by 2025. The above-mentioned guidelines called for $150 
billion to be invested by 2025 and set out a two-pronged strategy that focuses on out-
bound investments in foreign technology companies and the facilitation of domestic 
greenfield investment and joint ventures (VerWey, 2019).

Between 2014 and 2017, Chinese investments in US semiconductor companies 
totaled a record $10 billion (Yue & Lu, 2017). But Chinese acquisitions of foreign 
technology firms have now become subject to scrutiny. The acquisition of US firm 
Lattice Semiconductor was blocked on national security grounds (Executive Order, 
Sep 13th, 2017). Furthermore, Germany has introduced new measures that allow the 
government to scrutinize and block deals in strategic economic areas (e.g., in AI, ro-
botics, semiconductors, biotechnology, and quantum technology) (Chazan, 2019).

The current well-funded and clearly defined policy is part of a continued effort 
by the Chinese government to promote nationalism and achieve independence from 
foreign technology (Zenglein & Holzmann, 2020). The government has enacted the 
strategy by establishing the China Integrated Circuit Industry Fund, which raised 
$22 billion in 2014 and $29 billion in 2019 (van Hezewijk, 2019). This centrally es-
tablished “big fund” guides provincial governments in their efforts to implement the 
industrial policy, and a United States Trade Representative section 301 report (2018, 
p. 94) cites an SIA estimate that provincial and municipal IC funds have raised an 
additional $80 billion since 2014.

China is championing SMIC to pursue the goals set out in Made in China 2025. 
The Shanghai-based foundry raised close to $10 billion in financing in the spring of 
2020 in order to increase capacity and develop its manufacturing processes (Wei, 
2020; Fang & Li, 2020). Higher up in the value chain, Chinese chip design compa-
nies, such as HiSilicon and Tsinghua Unigroup, are among the global top 10 IC design 
firms by revenue (The Economist, 2018). China continually tries to recruit engineers 
from Taiwan by offering better compensation (Ihara, 2019; Fang, 2020).

However, the country is set to fall far short of the targets set out in Made in China 
2025, calling into question the efficiency of the centrally designed incentives in the 
Chinese approach. Hybrid firms (Chinese enterprises with foreign financing) have fur-
thermore been the most innovative in developing Chinese technology when compared 
with local state-owned enterprises (Fuller, 2016). Looking at Chinese IC produc-
tion, domestic fabricators (those with HQ in China) covered only 5% of DRAM, flash 
memory, and logic sales in China in 2018. Accounting for both domestic and foreign 
producers, ICs fabricated in China covered 15% of the demand (IC insights, 2019).

New tax subsidies for semiconductor companies were announced in August of 
2020 (Kharpal, 2020). Chinese efforts have so far merely had incremental success 
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because of the industry’s highly globalized, competitive, and market-driven nature. 
Companies absolutely need more than cash to compete and Chinese policy looks 
likely to only have a marginal impact on Chinese semiconductor firm’s ability move 
up value chains.

China leverages the size of its domestic market in its soft power retaliation. For 
instance, Qualcomm’s merger with NXP fell through in 2018 as China’s State Admin-
istration for Market Regulation (SAMR) was delaying approval of the deal (Marti-
na & Nellis, 2018). Two thirds of Qualcomm’s revenue are generated in China, and 
it thus needed Chinese approval of the acquisition. In the same year, SAMR started 
an investigation against Samsung, SK Hynix, and Micron for price-fixing in DRAM 
markets. The three firms collectively control a daunting 95% market share (Harris, 
Jung-a, & Song, 2018). China again used access to its domestic markets as leverage, 
but it is not the first to punish DRAM producers for price-fixing. Both Samsung and 
SK Hynix have paid hundreds of millions in fines for price-fixing to both the Euro-
pean Commission and the US Justice department in 2010 and 2005 respectively.

5 Discussion and policy implications

5.1 The next semiconductor crisis and technological 
 separation

Brown and Linden (2011) argued that different interconnected and recurring “cri-
ses” shape the semiconductor industry. Sturgeon (2011) saw the economic crisis 
of 2008–2009 as an inflection point at which Asian firms assumed a leading role in 
developing the global electronics industry. Building on these commentaries, we see 
that the ongoing Sino-American technology separation marks an inflection point for 
global competition in the semiconductor industry—it forces change in value chains 
and innovation networks.

To recapitulate, the American semiconductor industry is faced with a crisis of in-
creased competition and the loss of leading-edge manufacturing. On the other hand, 
China’s semiconductor industry faces a limited supply of experienced engineers and 
risks being cut off from critical American and European manufacturing equipment 
by decades-long technology barriers. Moreover, Chinese technology products face a 
branding crisis in Western markets, and they are seen as being unsecure and under 
the malign influence of the Communist party. The crisis is compounded by a pan-
demic-induced recession.

The Sino-American technology separation might result in two separate industri-
al ecologies and two technological spheres of influence. Defensive American action 
will slow Huawei’s progress. On the other hand, actions taken to limit the supply of 
leading-edge chips absolutely reinforces China’s drive to technology self-sufficien-
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cy. We (i.e., all blocs) should also harbor no illusions about the costs of a technolo-
gy separation at the lowest levels of the hardware stack. Many American and Euro-
pean semiconductor firms have their largest markets in China and might be greatly 
affected by further escalations in the conflict. In response to Chinese state-led up-
grading, the US is drafting a bill that would provide tens of billions of dollars in sup-
port to the US semiconductor industry.

5.2 Technical challenges and national policies

Technical challenges to meeting increased demand for computational power affects 
the top layers of the technology stack as well. With the increasing cost and complexity 
to sustain Moore’s law, semiconductor research institutes now explore other compu-
tational technologies—such as quantum, neuromorphic,18 or photonic computing—
that might provide solutions in the medium term (Lapedus, 2019). The ultimate 
question is how a balance can be struck between investments in current and future 
needs. Investing in mathematics, algorithms, and computer science is as important as 
developing new types of logic devices and manufacturing techniques (PRACE, 2018). 
Although the industry is vertically specialized, we observe that platform and system 
companies expand vertically into chip design for strategic reasons.19

The diffusion of technical semiconductor capabilities and expected changes in 
technology have led to the establishment of state-sponsored national champions 
that directly engage in fierce global competition, resulting in high-stakes political 
intervention (Flamm, 2010). It is simply not possible to completely stop the diffu-
sion of technology, and protecting the leadership status of a strategically import-
ant industry such as semiconductors requires deep collaboration, a focus on IP pro-
tection, bringing new innovations to market, and setting standards. Competing in 
global semiconductor markets is not cheap or easy because products are founded 
on long scientific research projects and some segments of development are protect-
ed by national security priorities (PCAST, 2017). Additionally, industrial policy has 
frequently supported the establishment of local semiconductor businesses (PCAST, 
2017). This has implications for trade and industrial policy, which needs to account 
for the reality of supranational blocs investing in new technology that disrupts in-
dustrial landscapes.

5.3 Policy implications for Europe

Any public policy aiming for technology sovereignty should consider the limited talent 
pool, market development, innovative capabilities, national research priorities, and 
new competition (Ernst, 2010). Europe clearly needs deep external collaboration in 
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order to keep abreast with semiconductor innovation abroad. Simultaneously looking 
inward to improve European cooperation is likely to be required in order to succeed.

Given the dichotomy of a technology separation, the options for Europe can be 
outlined as follows:

• Choose American technology: Continue participating in leading American 
innovation networks and be a fast adopter of US technology products in or-
der to quickly reap the benefits of high-risk, low-return US investments. The 
main question with this strategy is if American interests curb European deci-
sion-making autonomy.

• Choose Chinese technology: Chinese hardware is not extensively used in 
Europe, but systems and platforms are, in principle, available to Europeans. 
Adopting Chinese technology might become necessary in order to access the 
main growth market for MNCs, but is all business good business?

• Upgrade European technology: In theory Europe has an option for ambi-
tious industrial upgrading in semiconductor manufacturing with globally rec-
ognized research institutes Cea-Leti and Imec, and dominant lithography sup-
plier ASML, as well as the IDMs NXP, STMicroelectronics, and Infineon. This 
strategy, however, requires a commitment of 20–30 years, as well as multi-bil-
lion-euro funding programs. A technology leadership strategy is extremely 
costly, and a more prudent option might be to diversify into multiple tech-
nology areas (see Ernst, 2010).

5.4 Concluding remarks

It is currently unclear what Europe’s strategy is in regard to reacting to the changing 
competitive landscapes in the semiconductor industry. If a commitment to any op-
tion above is to be made on a European level, Finland’s policy of technology neutral-
ity and standards might become obsolete quickly. From the perspective of Finland’s 
export-dependent economy, the risks of losing global sales opportunities needs to 
be considered when planning for the industrial and digital future of Europe. In the 
future businesses might be forced to become more flexible in terms of their product 
designs, for example that Chinese hardware and software must be used in products 
for the Chinese market. If the world is moving towards unilateralism, Europe should 
definitively consider how to keep in contact with regional innovation networks in Sil-
icon Valley, Japan, South Korea, and Taiwan, but also China.

Today the semiconductor industry is facing a crisis that is likely to accelerate in-
novative efforts within supranational blocs. Current broad disagreements in inter-
national relations, alarming as they are, heighten the risk of uneven development in 
different parts of the world. Rapidly evolving technology and digitization will contin-
ue driving large shifts in the social and economic order. Therefore, it is hard to tell if 
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there will be a winning side or standard in the current technology confrontation or 
if new rules for international technology competition and collaboration will emerge 
to accommodate multiple actors.
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Endnotes
1 Globalization is commonly used to frame discussions in social sciences, politics, business 

management, and journalism.
2 Mainly Taiwan, South Korea, & Japan.
3 The TSMC is the technology leader in advanced semiconductor manufacturing and com-

mands a majority share of the IC foundry market. Huawei and Apple generated 14% and 
23% of the TSMC’s revenues in 2019 respectively, highlighting American and Chinese de-
pendence on TSMC’s leading-edge manufacturing in order to deliver products with superior 
performance (TSMC, 2020). China is championing Semiconductor Manufacturing Interna-
tional Corporation, which is 1/10th the size of the TSMC, to spearhead efforts of semicon-
ductor self-sufficiency. The Shanghai-based foundry raised close to $10 billion in financing 
in the spring of 2020 in order to increase capacity and develop its manufacturing process-
es (Wei, 2020; Fang & Li, 2020). Meanwhile leading-edge semiconductor manufacturing 
in the US is facing headwinds as Intel has announced delays in its upcoming 7-nm process 
node (Alcorn, 2020). 

4 Sovereignty in this context relates to either common European values, maintaining control 
over the technology used in member states, building competitiveness of European MNCs, 
or improving cybersecurity.

5 This raises multiple other research questions, e.g., With Sino-American relations souring, 
can Europe remain neutral regarding the digital technology stack? Will Europe be forced to 
choose between American or Chinese technology? Should Europe invest more resources in 
developing hardware? What is the European position on semiconductors? And what are the 
European policy responses? 

6 Concrete examples include €80 million in EU seed funding for the European Processor Ini-
tiative, an industry consortium that will design a high-performance computing processor 
(Cordis Europa, 2020; EPI, 2020), and €3 billion in EU investments in high-performance 
computing resources (EuroHPC, 2020).

7 State-funded academic research has been vital since the formative days of the semiconduc-
tor industry and defense spending was a catalyst for early growth (O’Reagan & Fleming, 
2018).

8 The naming convention is a heritage from planar transistors; however, the current node 
names do not have a direct relation to the size of physical features but rather only reflect the 
degree of transistor miniaturization.

9 Additionally, nanosheets provide flexibility since the width the sheet can be varied to either 
boost performance or limit power consumption.

10 See ASML’s equipment in the work of Seeker (2019).
11 Making transistors, e.g., from III–V semiconductors with higher electron mobility. 
12 Semiconductor sales statistics should be compared with care as they risk double counting.
13 Consolidated data contains more (and smaller) companies from China but only the largest 

and most important companies for the US and the rest of the world. The materials segment 
is excluded.
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14 Chinese government spending is calculated from the first tranche of the national IC fund, 
spread out over a five-year investment period.

15 South Korea, Taiwan, Japan, and the Netherlands together make up 90% of revenue gener-
ated in the rest of the world and are therefore included in the comparison on R&D expendi-
ture.

16 Intel’s 7 nm process is like TSMC’s 5 nm process in terms of transistor density.
17 Technician salaries are 2 times higher in the US compared with Taiwan, and a lack of as-

sembly, test, and other ancillary services raises costs (Patterson, 2020).
18 In practice, neuromorphic computing has meant AI accelerators that parallelize the training 

task in hardware. 
19 In the US, this means a concentration of semiconductor talent in “tech giants.” The US hard-

ware industry might face a shortage of skilled labor due to software engineering work hav-
ing stronger “pull.”
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Over the past decades, information technology has driven societal devel-
opment and economic growth. The continuing advance of digitalization 
has enabled individuals and organizations to leverage more and more in-
telligent tools, leading to disruptive transformations in markets, business 
models, jobs, and social conventions from time to time. Overall, the field 
of information and communication technology is one generally charac-
terized by rapid development.

The general focus of the ICT industry and the societal spotlight for the lat-
est expected disruption can quickly move from one technology phenom-
enon to another. For example, artificial intelligence—while undeniably a 
hot topic in today’s discussion—was hardly heralded as the all-pervasive 
catalyst for digital transformation three years ago. Similarly, it is likely that 
during the next three years, new paradigm shifts will occur in the per-
ceived landscape of disruptive technology development.

According to research, the era of machine learning, deep learning and 
foundation models in the disruption from artificial intelligence is com-
ing to an end. Researchers have not been able to form a consensus on 
what kinds of transformative developments might be expected to take 
the spotlight in the post-AI era. Moreover, the pivotal platforms, business 
models, or intelligent tools essential to those developments have not yet 
been identified.

The bulk of current societal analysis uses a narrow rear-view perspective 
by analyzing historic micro- or macroeconomic data. In the case of emerg-
ing technologies, however, multi-dimensional interdisciplinary research is 
required to understand the complex socio-economic mechanisms under-
lying technology disruptions and how to best navigate businesses and 
countries in periods of extreme technology-induced turbulence.
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