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Abstract

In this paper, we study resource allocation in multiclass networks having several types of flexible servers and general constraints on the number of servers at each station. Each job class is characterized by the station where the job is processed and by the amount of work allocated to that station upon job arrival. Servers may have different skills, working efficiency and resource requirements. We propose a simple method to calculate an upper bound for the maximum network throughput achievable with static resource allocation.
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1 Introduction

Stochastic network models with flexible servers are widely used for the analysis and optimization of computer and communication networks [12], manufacturing systems [13], and health care services [14]. In such models, “server flexibility” denotes a server’s job processing capacity at different network stations. There is extensive literature analyzing the throughput of systems with flexible servers, as exemplified by [1]-[4]. Andradottir et al. [1] propose linear programming (LP) to analyze the optimal allocation of a given number of flexible servers in a multiclass network. Al-Azzoni and Down [7] use the same allocation LP model for mapping tasks onto flexible servers. Down and Karakostas [2] extend the LP model in [1] and study server allocation under a constraint on the number of servers at each station.

In this paper, we are interested in the optimization of networks having flexible servers and using non-sharable resources, such as health care teams consisting of people and equipment. This optimization problem can be considered as a multiagent resource allocation problem [10], where servers are modeled as agents that receive resources. We use an approach similar to activity analysis ([11]) for the optimization of a multiclass network having limited, continuous, non-sharable resources and having different types of flexible servers that can operate at stations only after the allocation of a group of resources. Server skills and their efficiency at different stations are represented in the form of a productivity matrix. Our analysis is based on a few assumptions: 1) Upon arrival, each job inputs some quantity of work into a station; 2) The aggregate productivity of servers allocated to a particular station is an additive function of the individual servers’ productivities; 3) The expected rate of work assigned to each station must not exceed the total productivity of servers allocated to that station. We propose a solution for the problem of optimal static resource allocation to servers that maximizes network throughput while satisfying constraints on the number of servers at each station.

We generalize the results of [15] by introducing resource requirements for servers. In particular, we consider servers as teams that have different types of resources. For example, in a hospital operation room, the server might consist of the following resources: surgeon, anesthesiologist, nurses and any necessary special equipment. This concept of a server, which has both complementary and non-complementary resources, represents a new idea and (to our knowledge) has not yet been introduced elsewhere.

2 Description of the system

We consider a network composed of $N$ stations, $K$ classes of jobs and $M$ types of servers. The stations represent the job processing stage, and each station consists of an infinite buffer and several servers that work in parallel. A job’s class uniquely identifies the job’s station, and a given job can change class after each processing stage. We use $\mathcal{J}(n)$ to denote the set of job classes processed at station $n$. Figure 1 shows the relation between network components and parameters. Upon the completion of service, a job in class $i$ is either routed to class $j$ with probability $p_{ij}$ or leaves the network with probability $1 - \sum_{j=1}^{K} p_{ij}$.

The transition from class $i$ to class $j$ may correspond to a transition of the job from one station to another, or it may represent the job’s transition to another class within the same station. We assume that the matrix $I - P$ is invertible, which implies that each job class has a finite expected time to leave the
network. A network is open if jobs are allowed to both enter and leave the system. We will call a network clopen if there are no arrivals, so that jobs can only leave the system.

We assume that a job transmits to a station some volume of work that must be performed by servers, which are defined as independent, exponentially distributed random variables. We denote by \( \nu_j \) the expected volume of work that each job of class \( j \) brings to a station. We consider networks having multi-skilled servers that are split into \( M \) types according to their functionality. Each server type is characterized by server productivity and its resource quantities required for operation. The sets of stations where servers operate may overlap, and each server can be allocated to any station where the server is operational. Server allocation can be described by an integer \( N \times M \) matrix \( X = [x_{nm}] \), where \( x_{nm} \) is the number of servers of type \( m \) allocated to station \( n \).

A server’s productivity is represented by a constant value that describes the volume of work that the server is able to process at a station per unit of time. We denote the productivity of type \( m \) servers at station \( n \) by \( \pi_{nm} \). Servers of type \( m \) having zero productivity (i.e., \( \pi_{nm} = 0 \)) implies that these servers are not operational at station \( n \). Thus, a server can receive jobs at a given station only if its productivity at the station is positive. For that matter, a server can be allocated to any station where it is operational. For example, servers of type 1 may be operational only at stations 1, 2 and 3, whereas servers of type 2 may be operational only at stations 2, 3 and 4. The \( N \times M \) matrix \( \Pi = [\pi_{nm}] \) will be called the productivity matrix corresponding to a given set of servers and stations. The resulting skill matrix \( \Sigma = [\sigma_{nm}] \) is defined by setting \( \sigma_{nm} = 1 \) if \( \pi_{nm} > 0 \) and by setting \( \sigma_{nm} = 0 \) if \( \pi_{nm} = 0 \). If the elements of the productivity matrix are required to be either 0 or 1, the productivity matrix coincides with the skill matrix.

Say that there are \( L \) types of resources and that the resources of each type are limited and fixed in quantity. We denote the quantity of type \( l \) resources required for a type \( m \) server to operate by \( r_{ml} \). For each resource of type \( l \), the server allocation matrix \( X \) must satisfy the following constraints:

\[
\sum_{n=1}^{N} \sum_{m=1}^{M} x_{nm} r_{ml} \leq R_l, \quad l = 1, \ldots, L,
\]

where \( R_l \) is the total quantity of type \( l \) resources.

The quantity of untapped resources of type \( l \), \( u_l \), is given by the difference between the total quantity and allocated quantity of type \( l \) resources, i.e.,

\[
u_l = R_l - \sum_{n=1}^{N} \sum_{k=1}^{K} x_{nk} r_{kl}.
\]

Let \( U = \{l \mid u_l = 0\} \) be the set containing the types of missing resources. We say that a nonnegative vector \( \theta = (\theta_1, \theta_2, \ldots, \theta_K) \) is the composition vector for the server of type \( k \) if \( \theta \) satisfies the following properties:
1. \[ r_{kl} \leq \sum_{j=1}^{K} \theta_j r_{jl} \text{, for all } l \in U; \]

2. If \( 0 \leq \xi_j \leq \theta_j \) for all \( j = 1, \ldots, K \), and \( r_{kl} \leq \sum_{j=1}^{K} \xi_j r_{jl} \) for all \( l \in U \), then \( \xi = 0 \).

Note that the set of composition vectors depends on both the server resource requirements and the types of missing resources, which, in turn, depend on the server allocation \( X \).

We assume that servers cooperate in the sense that if there are multiple servers allocated to a station, they pool their efforts, so that the aggregated productivity of all servers allocated to station \( n \) can be calculated as

\[ \eta_n(X) = \sum_{m=1}^{M} \pi_{nm} x_{nm}, \quad n = 1, 2, \ldots, N. \quad (2) \]

Let \( \mathcal{N} = \{1, 2, \ldots, N\} \) represent the set of all stations, and \( \mathcal{G} = \{S_1, S_2, \ldots, S_K\} \) denote a collection of non-empty subsets of \( \mathcal{N} \). We assume that for each set of stations \( S_i \in \mathcal{G} \) a positive number \( B_i \) is specified serving as an upper limit for the number of servers allocated to stations belonging to the set \( S_i \in \mathcal{G} \). Therefore, only those server allocations are feasible that satisfy the constraints

\[ \sum_{n \in S_i} \sum_{m=1}^{M} x_{nm} \leq B_i, \quad i = 1, 2, \ldots, K. \quad (3) \]

For example, if \( \mathcal{G} = \{ \{1\}, \{2\}, \ldots, \{N\}, \mathcal{N} \} \), then the number of servers at station \( n \) has upper bound \( B_n \), \( n = 1, 2, \ldots, N \), whereas the total number of servers in the network cannot exceed \( B_{N+1} \).

3 Resource allocation

3.1 Open networks

Assume that arriving jobs are routed to class \( j \) with probability \( \alpha_j \), where \( \sum_{j=1}^{K} \alpha_j = 1 \). The expected number of visits \( \gamma_j \) to class \( j \), called the visiting ratio, can be uniquely determined by solving the following linear system [9]:

\[ \gamma_j = \alpha_j + \sum_{i=1}^{K} \gamma_i \pi_{ij}, \quad j = 1, 2, \ldots, K. \]

The total expected workload at station \( n \), which is the expected volume of work that each job places in station \( n \) during the job’s lifetime, is given by

\[ w_n = \sum_{j \in J(n)} \gamma_j v_j. \quad (4) \]

We assume that \( w_n \) is positive for each station \( n \), i.e., that the system does not have superfluous stations.
The total expected service time required for processing a job at a station \( n \) over all that job’s visits to the station can be calculated as
\[
\tau_n(X) = \frac{w_n}{\eta_n(X)}. \tag{5}
\]
and the saturation rate of station \( n \) can be calculated as
\[
\mu_n(X) = \frac{\eta_n(X)}{w_n}. \tag{6}
\]
At each station of a stable network, the job arrival rate \( a \) cannot exceed the saturation rate \([8]-[9]\). Therefore, a job arrival rate \( a \) is feasible only if it satisfies the inequality \( a \leq \lambda(X) \), where the network throughput \( \lambda(X) \) is defined as
\[
\lambda(X) = \min_{1 \leq n \leq N} \mu_n(X). \tag{7}
\]
Equivalently, the job arrival rate \( a \) must satisfy the following constraints:
\[
a w_n \leq \eta_n(X), \quad n = 1, 2, \ldots, N, \tag{8}
\]
These constraints demand that the total expected amount of work placed into each station per unit of time does not exceed the total productivity of the servers allocated to the station. These inequalities compose a necessary but not a sufficient condition for network stability. Non-stable networks have long been observed in practice; see \([16]\) for an example of such a communications network. Necessary and sufficient conditions for the stability of various stochastic networks can be found in \([17]\).

For any arrival rate satisfying \( a \leq \lambda(X) \), the utilization of station \( n \) can be calculated as
\[
\rho_n(X) = \frac{a}{\mu_n(X)}. \tag{7}
\]
A bottleneck station is defined to be any station \( n \) for which the saturation rate \( \mu_n(X) \) attains its minimum value \( \lambda(X) \) \([8]\). It follows from (7) that bottleneck stations have the highest utilization in the system. We define the utilization of type \( m \) servers, \( \alpha_m(X) \), and type \( l \) resources, \( \beta_l(X) \), as
\[
\alpha_m(X) = \begin{cases} 
\frac{1}{x_m} \sum_{n=1}^{N} \rho_n(X)x_{nm}, & x_m > 0, \\
0, & x_m = 0,
\end{cases} \tag{8}
\]
\[
\beta_l(X) = \frac{1}{R_l} \sum_{m=1}^{M} \alpha_m(X)x_m r_{ml} = \frac{1}{R_l} \sum_{n=1}^{N} \sum_{m=1}^{M} \rho_n(X)x_{nm} r_{ml}. \tag{9}
\]
where \( x_m = \sum_{n=1}^{N} x_{nm} \) is the total number of type \( m \) servers. It is easy to see that server and resource utilizations cannot exceed the utilization of a bottleneck station. In a balanced network, all stations are equally utilized, and as a result, in (8) and (9) we have that \( \rho_n(X) = \rho(X) \) for all \( n = 1, 2, \ldots, N \). In this case, all servers are also equally utilized:
\[
\alpha_m(X) = \rho(X), \quad m = 1, 2, \ldots, M. \tag{10}
\]
As for resource utilization, we have the following equation:
\[ \beta_l(X) = \frac{\rho(X)}{R_l} \sum_{m=1}^{M} x_{mRml}, \quad l = 1, \ldots, L. \]

We will therefore formulate the resource allocation problem for an open network (RAO) as the following integer programming problem:

\[ \text{(RAO)} \quad \text{maximize} \quad \lambda(X) = \min_{1 \leq n \leq N} \frac{1}{w_n} \sum_{m=1}^{M} \pi_{nm} x_{nm} \quad (10) \]

subject to:
\[ \sum_{n=1}^{N} \sum_{m=1}^{M} x_{nmRml} \leq R_l, \quad l = 1, \ldots, L, \quad (11) \]
\[ \sum_{n \in S_l} \sum_{m=1}^{M} x_{nm} \leq B_l, \quad i = 1, 2, \ldots, K, \quad (12) \]
\[ x_{nm} \in \mathbb{N}, \quad n = 1, 2, \ldots, N, \quad m = 1, 2, \ldots, M. \quad (13) \]

Here \( \mathbb{N} \) denotes the set of natural numbers, and expected workloads \( w_n \) are calculated using \( \lambda(X) \).

For the solution \( \bar{X} \) of an RAO, the value of \( \lambda(\bar{X}) \) gives the maximum throughput that can be achieved with static server allocation.

### 3.2 Clopen networks

Now consider a clopen network, for which at time \( t = 0 \) there are \( q_i \) class \( i \) jobs for \( j = 1, 2, \ldots, K \). Let \( Q(t) \) represent the number of jobs in service within the network at time \( t \) and \( \Theta = \inf_t \{ Q(t) = 0 \} \) denote the time until the network is empty, or time-to-empty. We want to find an allocation of servers that minimizes the expected such time-to-empty, \( \theta = E[\Theta] \).

The expected number of visits of servers entering class \( j \) from class \( i \), \( \gamma_{ij} \), can be uniquely determined by solving the linear system
\[ \gamma_{ij} = \delta_{ij} + \sum_{k=1}^{K} \gamma_{ik} P_{kj}, \quad i, j = 1, 2, \ldots, K. \]

Taking into account the network’s initial state of the network, the expected number of class \( j \) jobs processed by the network before it becomes empty can be calculated as
\[ Q_j = \sum_{k=1}^{K} q_k \gamma_{kj}, \quad (14) \]

This value also can be determined directly from the linear system
\[ Q_j = q_j + \sum_{k=1}^{K} Q_k p_{kj}, \quad j = 1, 2, \ldots, K. \]

Therefore, the expected volume of work placed to the station \( n \) can be calculated as
\[ W_n = \sum_{j \in J(n)} Q_j v_j, \quad (15) \]
and the total expected service time over all visits of all jobs at station \( n \) can be calculated as
\[ T_n (X) = \frac{W_n}{\eta_n (X)}. \quad (16) \]

Because the network time-to-empty cannot be less than any given station’s time-to-empty, we deduce the following bound for the expected network time-to-empty:
\[ \frac{1}{\theta} \leq \min_{1 \leq n \leq N} \frac{1}{W_n} \sum_{m=1}^{M} \pi_{nm} x_{nm}. \quad (17) \]

Therefore, we can formulate the resource allocation problem for a clopen network (RAC) as the problem of maximizing the right side of inequality (17), as follows:

\begin{align*}
\text{(RAC)} \quad & \quad \text{maximize} \\
& \quad \Lambda (X) = \min_{1 \leq n \leq N} \frac{1}{W_n} \sum_{m=1}^{M} \pi_{nm} x_{nm} \\
\text{subject to:} & \quad \sum_{m=1}^{M} \sum_{l=1}^{L} x_{nm} r_{ml} \leq R_l, \quad l = 1, \ldots, L, \quad (19) \\
& \quad \sum_{m=1}^{M} \sum_{i=1}^{K} x_{nm} \leq B_i, \quad i = 1, 2, \ldots, K, \quad (20) \\
& \quad x_{nm} \in \mathbb{N}, \quad n = 1, 2, \ldots, N, \quad m = 1, 2, \ldots, M. \quad (21)
\end{align*}

Note that the formulations of the server allocation problem for open and clopen networks are similar. However, the implied meaning of the corresponding objective functions is different. For the optimal allocation of servers specified by the solution \( \tilde{X} \) to the RAC, the value of \( \theta = \Lambda (\tilde{X})^{-1} \) gives the minimum expected network time-to-empty that can be achieved with static server allocation.

### 4 Upper bounds for the maximum throughput

The solution of the RAO and RAC, both of which rely on integer programming, presents a difficult task, but some simplifications may help to estimate the optimal solution [5]. Below we give an upper bound for the throughput of open networks. Similar results can be obtained for clopen networks by substituting \( \Lambda (X) \) and \( W_n \) with \( \Lambda (\tilde{X}) \) and \( W_{\tilde{n}} \).
4.1 The case $\pi_{nm} = \pi_n$ for all $n$ and $m$

Let $X^*$ be a solution to an RAO, and assume that server productivities are independent of the server type, i.e., assume that

$$\pi_{nm} = \pi_n > 0 \tag{22}$$

for all $n$ and $m$. Then for all stations $n$ we have that

$$\lambda(X^*) \frac{W_n}{\pi_n} \leq \sum_{m=1}^{M} x^*_{nm}, \tag{23}$$

and it follows from (23) that for each set $S_i \in \mathcal{G}$ the following inequality is valid:

$$\lambda(X^*) \sum_{n \in S_i} \frac{W_n}{\pi_n} \leq \sum_{n \in S_i} \sum_{m=1}^{M} x^*_{nm} \leq B_i .$$

Therefore, the maximum throughput of the network is given by the following upper bound:

$$\lambda(X^*) \leq \min_{1 \leq i \leq K} \frac{B_i}{\sum_{n \in S_i} W_n / \pi_n}. \tag{24}$$

Note that the denominator in (24) is the total expected service time required for processing a job over all its visits to the set of stations $S_i$.

In addition to assumption (22), let resource requirements also be independent of the server type, i.e., suppose that for all $m$ and $l$,

$$r_{ml} = r_l > 0 \tag{25}$$

In this case, due to (11), the total quantity of allocated servers satisfies the following inequality:

$$\sum_{n=1}^{N} \sum_{m=1}^{M} x^*_{nm} \leq \frac{R_l}{r_l} . \tag{26}$$

Furthermore, another bound for the network throughput follows from (23):

$$\lambda(X^*) \leq \min_{1 \leq l \leq L} \frac{R_l}{\sum_{n=1}^{N} W_n / \pi_n}. \tag{27}$$

4.2 General case

In the general case, a relaxation of the constraints in (21) can be used to evaluate the maximum throughput $\lambda(X)$. Consider the following Relaxed RAO (RRAO):

$$\text{maximize} \quad \frac{R_l}{\sum_{n=1}^{N} W_n / \pi_n}$$

(RGAO)
\[ \lambda(X) = \min_{1 \leq n \leq N} \left( \frac{1}{W_n} \sum_{m=1}^{M} \pi_{nm} x_{nm} \right) \]  \tag{28}

subject to:

\[ \sum_{n=1}^{N} \sum_{m=1}^{M} x_{nm} r_{ml} \leq R_l, \quad l = 1, \ldots, L, \]  \tag{29}

\[ \sum_{n \in S_i} \sum_{m=1}^{M} x_{nm} \leq B_i, \quad i = 1,2,\ldots,K, \]  \tag{30}

\[ x_{nm} \geq 0, \quad n = 1,2,\ldots,N, \quad m = 1,2,\ldots,M. \]  \tag{31}

The only difference between RRAO and GAO is that here, the unknown variables \( x_{nm} \) may take on any nonnegative real values. Because the search space in RAO is larger than in RAO, the value of the objective function \( \lambda(\bar{X}) \) for a solution \( \bar{X} \) to RRAO yields an upper bound for the maximum network throughput \( \lambda(X^*) \) provided by the solution \( X^* \) from RAO.

For any solution \( Y \) to the RRAO, there exists a balanced solution \( X \) giving the same throughput as \( Y \) and satisfying the following equalities:

\[ \mu_n(X) = \lambda(Y), \quad n = 1,2,\ldots,N. \]  \tag{32}

For example, the matrix \( X \) defined by

\[ x_{nm} = y_{nm} \frac{\lambda(Y)}{\mu_n(Y)} \]

satisfies conditions (29)-(32).

The RRAO problem has an equivalent linear programming formulation:

\[ \text{(LRAO)} \]

\text{maximize} \quad \lambda \quad \text{subject to:}

\[ \lambda w_n \leq \sum_{m=1}^{M} \pi_{nm} x_{nm}, \quad n = 1,2,\ldots,N, \]

\[ \sum_{n=1}^{N} \sum_{m=1}^{M} x_{nm} r_{ml} \leq R_l, \quad l = 1, \ldots, L, \]

\[ \sum_{n \in S_i} \sum_{m=1}^{M} x_{nm} \leq B_i, \quad i = 1,2,\ldots,K, \]

\[ x_{nm} \geq 0, \quad n = 1,2,\ldots,N, \quad m = 1,2,\ldots,M. \]
We prefer the formulation given in (28)-(31) because it helps us understand the idea underlying the server allocation procedure presented in the next section. This procedure uses server composition vectors to determine stations with an excess of resources and balances the network by allocating it to the bottleneck station.

5 Solution of the relaxed resource allocation problem

Starting with some initial server allocation, we can consistently increase network throughput by moving servers from non-bottleneck stations to bottleneck stations. Figure 2 illustrates the resource allocation procedure for a simplified RRAO in which the constraints from (30) have been omitted. This procedure is iterative and converges to a solution with required accuracy $\varepsilon$, where $0 < \varepsilon << 1$, while undertaking the following steps:

1. For each resource of type $l$, compute the quantity of untapped resources of type $l$, $u_l$.
2. Compute the saturation flow of each station and determine a permutation $q(1), q(2), \ldots, q(N)$ of the indices $1,2,\ldots, N$ that will place the saturation flows into non-decreasing order, $\mu_q(1) \leq \mu_q(2) \leq \ldots \leq \mu_q(N)$.
3. For each server of type $j$, compute $v_j$ as follows. If $x_{q(i)j} = 0$ for all $i$, then set $v_j = 0$. Otherwise, compute the maximal index $i$ such that $x_{q(i)j} > 0$, and set $v_j = q(i)$.
4. For each server of type $k$ having $\pi q(1)_k > 0$ and each composition vector $\theta$ corresponding to this server type, perform the following steps.
   a) For each station $i$ having corresponding to a nonempty set $Z_i = \{j \mid \theta_j > 0, v_j = i\}$, compute parameters $a_i$, $b_i$ and $c_i$ as
      \[ a_i = \min_{j \in Z_i} \left( \frac{x_{q(i)j}}{\theta_j} \right), \quad b_i = \frac{\mu_q(i) - \mu_q(1)}{w_q(1)} + \frac{1}{w_q(i)} \sum_{j \in Z_i} \pi_q(i)j, \quad c_i = \min(a_i, b_i). \]
   b) Compute parameter $\delta_k(\theta)$ as
      \[ \delta_k(\theta) = \min_{i : Z_i \neq \emptyset} c_i. \]  
   c) Compute the quantity of type $k$ servers that can be obtained by resource composition as specified by vector $\theta$:
      \[ \Delta_k(\theta) = \min_{l : r_{kl} > 0} \frac{1}{r_{kl}} \left( u_l + \delta_k(\theta) \sum_{j=1}^K \theta_j r_{jl} \right). \]
   d) Compute the throughput gain achieved after addition of $\Delta_k(\theta)$ units of type $k$ servers to the bottleneck station as
      \[ g_k(\theta) = \Delta_k(\theta) \frac{\pi q(1)_k}{w_q(1)}. \]
5. Select servers of type \( k = \hat{k} \) and take the composition vector \( \theta = \hat{\theta} \) for which the throughput gain \( g_k(\theta) \), achieved after the addition of \( \Delta_k(\theta) \) units of type \( k \) servers to the bottleneck station, attains its maximum value.

6. Adjust the allocated quantities of servers by adding \( \Delta_k(\hat{\theta}) \) servers of type \( \hat{k} \) to station \( q(1) \) and removing \( \hat{\theta}_j \delta_k(\hat{\theta}) \) servers of type \( j \) from station \( v_j \), i.e., set

\[
x_{q(1),\hat{k}} := x_{q(1),\hat{k}} + \Delta_k(\hat{\theta}),
\]
\[
x_{v_j,j} := x_{v_j,j} - \hat{\theta}_j \delta_k(\hat{\theta}), \quad j = 1, 2, \ldots, K.
\]

7. Compute the throughput \( \lambda(X) \).

8. If \( \Delta_{j(\hat{\theta})} < \varepsilon \lambda(X) \), then convergence has been obtained, and terminate the server allocation procedure; otherwise, return to step 1.

Before each iteration of this method, there is a group of bottleneck stations having the same saturation rate. In each iteration the saturation rate of a bottleneck station in the group increases, and after increasing the saturation rate of the last bottleneck station in the group, a new group of bottleneck stations arises. The saturation rate in the new group of bottleneck stations is higher than that of the previous group of bottleneck stations. Therefore, the sequence of network throughputs calculated by each iteration is a non-decreasing, bounded and convergent sequence. When convergence is reached, \( \lambda(X) \) gives the highest throughput that can be achieved with available resources.

6 Examples

Consider an open two-station network processing three classes of jobs. External arrivals belong to either class 1, with probability 0.8, or class 2, with probability 0.2. The first station serves class 1 and 2 jobs alone. After service, class 1 jobs leave the network, while class 2 jobs arrive at the second station as class 3 jobs. The quantity of resources and the number of servers at the second stations are limited by \( R_1 = 5 \), \( R_2 = 3 \) and \( b_2 = 2 \). Server productivity and resource requirements are presented in Figure 3, which also depicts external arrivals and job class distribution. Table 1 gives network throughput and server allocation for different values of the value \( b_1 \) limiting the maximum number of servers at the first station. Utilization of stations, servers and resources for the arrival rate \( a = 0.6 \) are given in Table 2.
### Table 1. Network throughput and resource allocation

<table>
<thead>
<tr>
<th>Capacity of station 1</th>
<th>Network throughput</th>
<th>Station</th>
<th>Quantities of type 1 servers</th>
<th>Quantities of type 2 servers</th>
<th>Quantities of type 3 servers</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_1 = 1$</td>
<td>0.800</td>
<td>1</td>
<td>0.000</td>
<td>1.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.364</td>
</tr>
<tr>
<td>$b_1 = 2$</td>
<td>1.600</td>
<td>1</td>
<td>0.000</td>
<td>2.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.727</td>
</tr>
<tr>
<td>$b_1 = 3$</td>
<td>2.250</td>
<td>1</td>
<td>1.125</td>
<td>1.875</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>1.023</td>
</tr>
<tr>
<td>$b_1 = 4$</td>
<td>2.883</td>
<td>1</td>
<td>2.375</td>
<td>1.625</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>1.311</td>
</tr>
<tr>
<td>$b_1 = 5$</td>
<td>3.500</td>
<td>1</td>
<td>3.750</td>
<td>1.250</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>1.591</td>
</tr>
<tr>
<td>$b_1 = 6$</td>
<td>3.500</td>
<td>1</td>
<td>3.750</td>
<td>1.250</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.000</td>
<td>0.000</td>
<td>1.591</td>
</tr>
</tbody>
</table>

### Table 1. Utilization of network components for arrival rate $\alpha = 0.6$

<table>
<thead>
<tr>
<th>Capacity of station 1</th>
<th>Station</th>
<th>Server type</th>
<th>Resource type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$b_1 = 1$</td>
<td>0.750</td>
<td>0.750</td>
<td>0.000</td>
</tr>
<tr>
<td>$b_1 = 2$</td>
<td>0.375</td>
<td>0.375</td>
<td>0.000</td>
</tr>
<tr>
<td>$b_1 = 3$</td>
<td>0.267</td>
<td>0.267</td>
<td>0.267</td>
</tr>
<tr>
<td>$b_1 = 4$</td>
<td>0.208</td>
<td>0.208</td>
<td>0.208</td>
</tr>
<tr>
<td>$b_1 = 5$</td>
<td>0.171</td>
<td>0.171</td>
<td>0.171</td>
</tr>
<tr>
<td>$b_1 = 6$</td>
<td>0.171</td>
<td>0.171</td>
<td>0.171</td>
</tr>
</tbody>
</table>
7 Conclusions

In this paper, we have studied resource allocation in multiclass networks having several types of flexible servers that operate only if certain required resources are available. We have proposed a method for the calculation of an upper bound for the maximum network throughput of open networks and a lower bound for the minimum time-to-empty for clopen networks; this method can be achieved with static allocation of resources to servers. Our results for servers representing teams of resources are new and, to our knowledge, have not been published elsewhere.
References


Figure 1  Network components and parameters

Figure 2  Resource allocation procedure

Start

Compute the quantities of untapped resources

Determine optimal quantity of servers that can be obtained by server composition at non-bottleneck stations

- For each server type, determine the station with highest throughput where servers of that type are used

For each server type operational at the bottleneck station and each composition vector of that server type, compute:
1) Quantity of that server type that can be obtained by resource composition specified by the associated composition vector
2) Throughput gain achieved after addition of that quantity of servers

Select a server type and composition vector for which throughput gain attains its maximum value

Adjust allocated quantities of servers and compute resulting throughput

No

Convergence is reached

Yes

Stop
Figure 3  Components and parameters of example network