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1. INTRODUCTION

This paper dea1s with fine-tuning or adjusting econometric models in

actual forecasting situations. Fine-tuning consists of those

modifications of the model which rest on "outside" information, not

present in the standard structure of the model, and which are

performed after final estimation, evaluation of exogenous variables

and often also after calculation of a preliminary forecast.

The idea of fine-tuning turns up every now and then in the literature,

cf. Haitovsky &Treyz (1972), severa1 papers in Hickmann (1972),

Hirsch, Grimm &Narasimham (1974), Vartia (1974), Intri1igator (1978),

K1ein &Young (1980) and Young (1982). Fair (1974) can be regarded as

the standard critica1 reference. However, in this literature attention

is almost exclusively focused on various more or less mechanical

adjustment rules for the residuals of the model. This also holds true

for more practically oriented fine-tuning papers like Surrey &Ormerod

(1977), Hujer. Cremer &Knepel (1979). Blazejczak (1980) and Corker

(1982), although in these papers also alternative manipulation methods

and general organizational aspects of forecasting are briefly

discussed.

In the following our interest centres around the connections between

alternative manipulation techniques and their interpretations and

applications in actual forecasting situations. A case study (Section

4) is included suggesting that fine-tuning can result in major

improvements in forecasting accuracy.
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2. AN ECONOMETRIC MODEL AS A FORECASTING TOOL

2.1. Structure and solut1on of a model

We wr1te the structural form of an econometr1c model as

(1) Y = F(y,z,u)

where the vectors y,z and u stand for the endogenous var1ables,

predeterm1ned var1ables and res1duals of the model, respectively.

Whether the model 1s dynam1c or static 1s not 1mportant 1n the

follow1ng cons1derat1ons. The values of all lagged var1ables are

assumed to be known 1n any part1cular solut1on per10d and hence t1me

subscr1pts have been dropped. In our notat1on F 1ncludes not only the

funct10nal form of the model but also the estimated parameter values.

The bas1c solut1on of (1), correspond1ng to a g1ven cho1ce zO,uO,

1s a vector yO wh1ch sat1sf1es (1),

In the follow1ng we w111 always assume that a un1que solut1on ex1sts.

Then we can, 1n pr1nc1ple, cons1der the solut1on as a funct10n G of Z

and u,

(3) Y = G(z,u)

o 0wh1ch, for the choice z ,u , y1elds



(4)
000y = G(z ,u ).
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In practice, the function G in the reduced form (3) is often so

comp1icated that it cannot be given in a c10sed form. Therefore, the

solution of the equation system (1) is usua11y obtained by means of

numerica1 methods.

Mode1 (1) is a stochastic equation system when u is a vector of

stochastic disturbances. However, the solution was obtained by solving

a deterministic system with u fixed at a va1ue uo. This is a

generally adopted procedure when producing mode1 forecasts. In the

fo11owing sections we wi11 discuss various a1ternatives for fixing u.

2.2. A mode1 as a too1 for organizing avai1ab1e information

The status of an econometric mode1 in an actua1 forecasting process

can be as described in Figure 1. Our starting point here has been that

genera11y a mode1 is not good enough to a110w mechanizing of the

forecast making process. At some final stage somebody must either

accept or reject the forecast suggested by the computer and this

ultimate decision cannot be delegated to a machine. Model based

forecasting can thus be seen as a process where the preliminary model

forecast is supplemented and modified by relevant external

information. In this process knowledge of the structural form of the

model with its identities and behavioural equations based on

historical data is essential in organizing also new external

information.
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Figure 1: Use of the model in forecasting

ECONOMETRIC MODEL UPDATING THE DATA FOR INFORMATION THAT IS EXTERNAL TO THE

MODEL. BASIC ASSIGNMENT MODEL BUT IS REGARDED AS IMPORTANT
(a simplified description OF VALUES TO THE FOR THE FORECAST, e.g.
of the basic relationships PREDETERMINED VARIABLES -the monitoring of economic developments and
in the economy) the Identification of the special features of the

! !
forecasting situalion 1-

-information oblalnable from olher forecasts
(various inqulrles, sectoral forecasts. business

SOLUTION OF THE MODEL expeclation surveys ele.l

(PRELlMINARY FORECAST) -hearing of views of other experts

! !
FINE-TUNING OF THE MODEL BE~ORE

CALCULATING THE FORECAST

-changing of structural coefficients
-estimation of error terms
-exogenizations of behavioural equatlons

!
ADJUSTED MODEL SOLUTlON NO

I s the overall forecast acceptable when all aspects
are taken into consideration?

1YES

I FORECAST I

The three boxes in the north-west corner of the diagram show how the

basic solution of the model is computed and the first preliminary

forecast is obtained. The box in the north-east corner lists examples

of relevant forecasting information not included in the model. The box

in the middle pools the various information flows in order to produce

adjusted model solutions the last of which is accepted as the final

forecast.

The block of external information in Figure 1 covers "the rest of the

world" and is as such unmanageably large. What kind of information is

considered as relevant is a non-trivial question which depends on

circumstances prevailing at the time the forecast ;s made. Some

general remarks can nevertheless be made.
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The identification of the external time specific features of the fore­

casting situation requires active monitoring of economic developments.

Sometimes relevant external information is explicit and visible.

Examples are upcoming strikes, centralized wage agreements, unusual

harvests, import restrictions and changes in tax laws. An important

type of available and valid information is data concerning the first

days, months or even first quarters of the forecasting period. That

information is certainly relevant but-for example an annual model

cannot make direct use of it.

Some behavioural equations of a macroeconomic model are often compared

to a set of corresponding micro-level equations or they may have been

even constructed by aggregating micro-level equations. We might have

in a forecasting situation micro-level data that reveals changes in

micro-relationships and this suggests revisions also for the aggregate

equations.

Some external information is difficult to find and exploit. One must

usual1y work hard in order to make sure that nothing important has

been forgotten. There are several potential information sources which

must be checked such as business expectations surveys, sectoral

forecasts and expert opinions. Before long a forecaster learns which

external sources are worth consulting. Experience is a good advisor

also when one has to rank contradictory hints obtained from different

sources or when one has to decide how relevant a possibly reliable but

minor piece of information actual1y is for the overal1 forecast.
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2.3. Methods for manipu1ating econometric mode1s

In our termino1ogy, information presented by the predetermined

variab1es of the mode1 is not externa1 to the mode1. Hence, un1ike

Hujer, Cremer &Knepe1 (1979), we don't inc1ude readjusting the va1ues

of the predetermined variab1es into the fine-tuning techniques. Thus

fine-tuning necessari1y requires either adjusting residua1s or some

sort of modifying the structura1 equations of the mode1. As the

identities of the mode1 guarantee the interna1 consistency of the

overa11 forecast, on1y behavioura1 equations and possibly technical

re1ations can be manipu1ated.

We c1assify the fine-tuning methods into three categories:

1) adjusting structura1 coefficients of the behavioural equations,

2) adjusting residual terms of the model and

3) exogenizing behavioural equations.

The first category comprises changing the values of certain parameter

estimates e.g. price or income elasticities. Transforming information

on e.g. unusual sa1es, business barometer readings and expert opinions

into parameter adjustments is a complicated task that may require

detailed studies before the change can be carried outo

A change in a single structural parameter may affect a1l the reduced

form equations. Therefore changing a structura1 parameter is quite

different to changing independent1y some reduced form coefficients.

Note a1so that the economic theory behind the structura1 equations

plays a crucia1 role in making the connection between external

information and structural parameters. We do not have any such theory

in order to adjust reduced form coefficients direct1y.
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A spec1al case arises when a whole equat10n 1s replaced by one wh1ch

presumably better descr1bes the s1tuation. A new explanatory var1able

can, at least 1n the case of a 11near model, be 1nterpreted to mean

that 1ts coeff1c1ent before the 1ntroduct1on was zero. Of course, the

chang1ng of the parameters or equat10ns of an ex1st1ng model should be

based on thorough compar1son of compet1ng explanat10ns and the1r

applicabil1ty 1n the g1ven s1tuat10n. Unfortunately, economic theory

alone often cannot decide between cand1date equat1ons. The cho1ce has

then to be made accord1ng to stat1st1cal tests, common sense and the

overall ph110sophy of the model. Re-est1mat1ng and changing the

equat10ns of'the model 1s, on the other hand, part and parcel of the

regular R &0 work carr1ed out at an institute that ma1nta1ns a

macro-model.

The second f1ne-tuning category 1s the one most frequently ment10ned

in the 11terature: adjusting the residuals. The term "add-factors" is

commonly used for non-zero res1duals. Some authors, e.g. Intriligator

(1978,1984), associate the term with the reduced form residuals of the

model. This is somewhat confusing because actual manipulating is

applied on the structural form residuals, i.e. the stochast1c

disturbances of the behavioural equations.

A non-zero future residual bears a formal resemblance to changing the

value of the intercept wh;ch ;n fact ;s a structural coeff;cient.

However, the econom;c ;nterpretation ;s often d;fferent. The value of

the intercept ;s assumed e1ther to rema;n constant or to change very

slowly over time. On the other hand, future res;duals are external,

though generally unknown shocks.
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Residual manipulation should be done in accordance with the variance-

covariance characteristics of the error process. Thus if the error

process is autocorrelated. the error manipulation in one period should

also affect the value of errors in the following periods. Sometimes.

however. special error schemes are called for. A case in point is a

strike that causes a negative error in the strike period and a

positive error in both the preceeding (hoarding) and in the next

(catching up) period.

One obvious rationale for the use of non-zero residuals is associated

with aggregation. A useful identity. called the basic theorem of

aggregation (see Edgren. Turkkila &Y. Vartia. 1985) states that if

(xl.yl) •...• (xn'yn) are n observed values of the pair of variables (x,y)
n

and w1•...•wn' .~ wi = 1, are arbitrary weights associated to them then
1=1

n
( 5) L: wix;y; = xy + cov(x,y) ,

1=1

n n n
where x = L: wix; • y = L: wiY; and cov(x.y) = l: wi(xi-x)(Yi-Y) .

i =1 i =1 1=1

As a sketchy example of how micro-level information can lead to

non-zero residuals, suppose that the commodity imports equation is

constructed on the basis of a set of simple micro-level equations

(6 ) i = 1, ... ,n

where m; and Pmi refer to re1ative changes in the volume and price

of the i:th ;mport category, Si and Ei being the estimated price elas­

ticity of import and the residual, respectively. Let the corresponding

macro equation be some weighted average of the micro equations,
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It follows that

( 8)
n n

M= L w1S1Pm1 + L W1E:1
1=1 1=1

Cons1der now the case of a rap1d r1se of 011 pr1ces compared to

smal1er price changes 1n other 1mport categor1es. The short-term price

e1ast1c1ty of fue1s and 1ubr1cants 1s est1mated to be a negat1ve number

much closer to zero than the average price e1ast1c1ty of 1mports. In

th1s case sand Pm cannot be taken as uncorre1ated. Hence the use of

the aggregate equat10n M= SPmwou1d c1ear1y g1ve mis1ead1ng resu1ts and
. -

the res1dua1 cov(S,Pm)+ E: cannot be rep1aced by zero 1n th1s part1cu1ar

s1tuat1on. A pos1t1ve est1mate for the residual wou1d be more appropr1­

ate to take care of the effect of the covar1ance term.

studying past res1dua1s shows the forecaster what the mode1 exp1a1ns

and what 1t doesn't. Th1s g1ves a h1nt of where and when non-zero

res1dua1s may be needed and 1t a1so te11s someth1ng about the1r

1mpacts. Whenever possib1e, econom1c reason1ng shou1d be appl1ed 1n

assess1ng the va1ue of future res1dua1s. When no re1evant econom1c

theory can be found a1so mechan1ca1 extrapo1at1on ru1es may be resorted

to. Thus e.g. a recent1y observed residua1 can be extrapolated 1f 1t

is regarded as the 1mpact of some unknown interven1ng factor bel1eved

to rema1n 1n effect dur1ng the forecast1ng per1od. The references

g1ven 1n the 1ntroduct1on offer a fa1r1y representat1ve assortment of

various mechan1ca1 res1dua1 generat1ng procedures.
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The th1rd f1ne-tun1ng category concerns exogen1zat1on of an endogenous

variab1e by temporar11y f1x1ng it to a value determ1ned by external

informat1on. Th1s can be done when reliable information is available

about a future va1ue of the variable. Cases in point are a centrally

negot1ated wage agreement that offers a more reliable est1mate of

(negotiated) wage change than a wage equat10n estimated from histor1cal

data and long term trade contracts for fore1gn trade var1ab1es.

Sim11arly. forecasts prepared near the end of the forecasting period

may effectively use already ex1sting statist1cal figures.

Techn1cally. a model structure with some endogenous var1ables exogen1zed

can be written as a we1ghted average of the orig1nal equat10ns and the

exogen1zed equations. The i:th structural equat10n is written

(9)

where the 1nd1cator

if the orig1nal i:th equation is app11ed

if the 1:th equat10n 1s exogenized

and Yi refers to the exogen1zed value of Yi ·

By collecting the indicators ei into a diagonal matrix E = reil

the structural form of the model can be expressed as

(10) Y = EF(y.z.u) + (I-E)Y
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In fact, the weights ei must not necessarily be dichotomous but also

"genuine" weighted averages (0 < ei < l) of the original and exogenized

equations can in some cases be used, depending on the reliability of

external information.

3. CONNECTIONS BETWEEN ALTERNATIVE MANIPULATION METHODS

There is a simple but important correspondence between the three

fine-tuning techniques: any feasible model solution, achieved by means

of either coefficient changes, exogenizations or a combination of

both, can alternatively be obtained through the third manipulating

technique, non-zero residuals.

To explain this, we start from the non-manipulated model structure (l)

and its basic solution (2), corresponding to a given choice zO,uO.

Next we assume that the model has been manipulated through coefficient

adjustments, exogenizations or both. We write the manipulated

structural form as

(ll) Y = f*(y,z,u}.

° °and denote by y* the solution, corresponding to Z and u ,

(12) * f*( * ° O}y = y,z,u.

Now the same solution y* could as well be obtained by introducing an

additive correction vector 0 into the initial model structure (l) so

that

(13) Y = F(y,z,u} + O.
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Requiring now that the solution of (13), given zO and uO, must

equa1 y* gives a simple condition for choosing 0,

Formula (14) shows how simple it is to calculate the corresponding

correction vector °by using the original and manipulated structure of

the model, once the whole manipulated solution y* has been determined.

Tt also shows the intuitively obvious fact that for the non-manipulated

equations, e.g. the identities of the model, the corresponding correc-

tions terms 0i must be zero.

Figure 2: The correspondence between alternative manipulation
strategies
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F1gure 2 i~lustrates the correspondence between var10us f1ne-tuning

methods 1n a two-d1mensional linear economy. The straight lines 1°

and Il° represent the f1rst and second structural equat10n of the

original model, given zO and uO. The interception of the lines

gives the bas1c solut1on y(O). Now, manipulate the first equat10n by

changing the value of the structural coefficient of Y2' As a

consequence the first line is rotated to the position II and the new

model solut1on y(l) is obtained in the 1nterception of the lines II

and Il°. Now one can immediately see how the same manipulated

solution could alternatively have been achieved by e1ther direct

exogenization of Yl (line 111
) or by manipulating the res1dual

(line II I 1).

Exogeniz1ng a behavioural equation 1s a straightforward way to guide a

variable to a desired direct10n but 1t also changes the simultaneity

of the model considerably. Changing the values of structural

parameters also d1storts the reactions of the model but the

intervention 1s not as radical as when feed-back links are cut in

exogenizations. An obvious appeal of residual adjustment as a

man1pulation strategy 1s that 1t does not alter the reduced form

coeff1cients (of a linear model) and thus the post-man1pulation

react10ns of the model. l )

1) Investigat10n of the reduced form changes result1ng from structural
coeff1cient adjustments and exogenizations leads 1n the case of a
l1near model to some well-known exerc1ses of l1near algebra,
assoc1ated to the sens1t1v1ty propert1es of a matr1x 1nverse due to
changes in the matr1x to be 1nverted. Espec1ally, regard1ng
exogenizat1ons, the s1tuat1on bears much resemblance to study1ng so
called sem1-reduced forms of an econometr1c model, see Vajanne &
Pylkkänen (1984).
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The d1scuss1on above has shown that the or1ginal model structure can

always be restored dur1ng the course of forecast1ng, at the same time

reta1n1ng the model solut1on as 1t stands at the moment. The key

instrument 1s the residual adjustment vector å wh1ch could be called

the vector of computat1onal shifts. Th1s correspondence between

var10us fine-tun1ng techn1ques has some important practical

implications.

For example. when a new forecast1ng round is at the beg1nn1ng it is

natural to start w1th the model correspond1ng to the latest tuning.

i.e. the tuning assumed relevant when the previous forecast1ng raund

was clased. All structural modifications are cancelled and replaced by

the correspond1ng residual adjustments. After this the or1ginal model

structure is in force and the values of lagged variables can be updated

and the model solved. The madel solution now shows how our view con­

cerning the future of the economy should be adjusted when data changes

that have taken place since the last round are taken into account.

In the second stage the future values of exogenous variables can be

changed. keeping the residual adjustments unchanged. Th1s madel run

gives an idea af how the overall forecast will change because af

updating our views concerning the exogenous factors. These preliminary

forecast1ng runs are quite instruct1ve and they should be carr1ed out

as raut1ne exercises before start1ng the actual forecasting process.

In the manipulation stage that fallows the correspondence between

structural change and residual adjustment can be used for checking

that the man1pulations result in residuals that are in reasonable

accordance with the error pracess of the model.
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4. FINE-TUNING AND FORECASTING ACCURACY

In this section we give some empirical evidence of the benefits of

fine-tuning. Our material is based on short-term macroeconomic fore­

casts published biannually by the Research Institute of the Finnish

Economy. The time span of the forecasts is the current and the next

year. Only spring and fall forecasts of the current year will be

considered here. The econometric model developed in the institute has

been in extensive use in the forecasting process ever since the

construction of a prototype version of the model (Vartia, 1974). From

1978 on there are complete documents on the final computer runs of

each forecasting round, including the values of the computational

shifts corresponding to the manipulations used.

In assessing the accuracy of forecasts we first reconstructed the

published spring and fall forecasts for 1981-83, using the current

version of the model. An analogous analysis for 1978-80 had earlier

been performed by Mustonen (1982). The values of the predetermined

variables were set equal to those used in the actual pub1ished

forecasts. The behavioural equations were exogenized and set to their

relevant forecast values and the corresponding computational shifts

were calculated.

Next mechanical, non-adjusted forecasts were produced, using the same

values of the predetermined variables as those used above in

reconstructing the original, adjusted forecasts. The residuals were

not set categorically to zero but the differences between the

computational shifts of the reconstructed and the original
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forecast runs were used as the va1ues of the model's residuals. 2)

This strategy was regarded as a reasonable way to neutralize the

effects of the changes of the model.

Table 1: MAO-values for actual and mechanical forecasts, 1918-83

spring fa11
actual mechanical actual mechanical
forecast forecast forecast forecast

1918 1.82 5.81 1.15 6.02
1919 3.05 2.52 1.12 - 2.23
1980 1.12 2.63 0.13 3.39
1981 1.13 3.14 1.01 2.64
1982 2.00 2.45 1.33 2.11
1983 1.66 2.41 0.91 1.88

1918-83 1.90 3.11 1.11 3.05
on average

In Tab1e 1 the forecasting errors of actua1 (adjusted) forecasts and

mechanical (non-adjusted) forecasts are compared in terms of mean

absolute deviation (MAO) criterion, computed over the 13 dependent

variables of the behavioural equations. Other indicators of accuracy

essentially provide the same picture and are therefore not given here.

The variables of the model are mainly percentage relative differences

so that the figures of the table are expressed in percentage points.

The mechanical forecast has a lower MAO value than the actual forecast

only for spring 1919. In all other cases the actual forecasts have had

a better average fit and the difference is in most cases considerable.

2) The ca1culated shifts of the reconstructed forecast runs were slightly
different compared to the original ones, reported in the forecast
documents. The differences are due to the changes in the model compared
to the versions used in 1981-83. The changes are, however, relatively
small and, for example, tracking down the original (or quasi-original)
va1ues for a11 predetermined variables caused no serious problems.
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The superiority of the adjusted forecasts is most evident in 1918 when

the mechanica1 forecast wou1d have been disasterous. 3)

As cou1d be expected forecasts produced in the fa11 are generally more

accurate than those made in the spring. For actua1 forecasts this holds

true for all years and improvements are considerab1e. For mechanical

forecasts, however, in one case out of three accuracy deteriorates and

where 1mprovement occurs it 1s smaller than for actual forecasts.

Comparisons of this k1nd can a1ways be criticized by arguing that the

superiority of man1pulated forecasts is due to major flaws in the model

used. However, our experience has given us every reason to believe that

similar results would emerge with most econometric models. Consequently,

we think that our results have wider relevance.

5. CONCLUDING REMARKS

The discussion concerning the role of econometric models has sometimes

exaggerated the difference between an analysis based on forma1 models

and an analysis based on intuitive reasoning. There are individuals both

among theoretical econometricians and practical economists who do not

believe 1n combining econometric models with personal judgement.

However, our experience in macroeconomic forecasting supports the use of

systematized fine-tuning and model adjustments.

3) In Finland that year was one of accelerating growth and lower
inflation after a three years stagflat10n period. The investment and
export equations of the model are strongly dependent on lagged
explanatory variables and failed to foresee this change.
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As far as we know, there are no genera1ly accepted rules for proper

model man1pulat1ng. We think that developing general rules for

f1ne-tun1ng 1s a challeng1ng research top1c and worth much more effort

than spent thus far. In this paper we have d1scussed some aspects to

be taken into account when constructing such a set of rules.
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APPENDIX: The Case af a Linear Madel

An impartant special case of (1) is the linear model the structural

form of which we write as

(A1) y = Ay + Bz + u .

The matrices (I-A) and B, compatib1e with y and z, inc1ude the

structural farm coefficients af the endogenous and predetermined
variables, respectively. The square matrix (I-A) is assumed ta be
nan-singu1ar. The reduced form can then be written as

(A2) Y = II z + Cu

where C = (I_A)-l and rr = CB. The reduced form yie1ds the basic

solution,

(A3) 000y = II z + Cu ,

and the partia1 derivatives which are canstant in the 1inear madel,

Far a 1inear model the ca1cu1atian princip1e (14) has an a1ternative.
Let the 1inear mode1 be initial1y as (A1) and after manipu1ations as

(A5) Y = A*y + B*z + u ,

the counterpart af (13) now being

(A6) y = Ay + Bz + u + 0

and in this case

(A7 ) o =
0(A*-A)y* + (B*-B)z
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In a 1inear framework we can a1ternative1y make use of the reduced

form coefficients of the mode1. Assume that vector y can be partitioned

into Y1 and Y2 corresponding to the equations to be manipu1ated and
those not to be manipu1ated, respective1y. We write (A1) in the

partitioned form as

(AB)

and the corresponding reduced form as

(A9) (
Y1

(
C11 C12 ) [ (

B1 ) z + (
u1 ) ]= C21 C22 B2Y2 u2

where (
C11 C12 -1
C21 C22

) = c = (I-A)

I I

Now partition (A6) equiva1ent1y and write °= (01 02)1.
Since 02 is zero it is a straightforward task to show thatl )

(A10) -1 * 001 = Cll(Yl - Y1) ,

o *where Yl and Yl refer to the pre-manipulation (Al) and post-manipulation

(AS) va1ues of Yl , given zO and uO.

*The benefit of (A10), compared to (A7), is that only Yl needs to be
evaluated for determining o. For example, when the basic solution is

known and a1l planned manipulations are exogenizations formula (A10)

allows evaluating the consequences of potential exogenizations in

terms of the corresponding residua1 corrections ei.

1) Formula (Al0) for the linear case is reported at least in Llewellyn &
Samuelson (19Bl). However, their treatment of the general non-linear
case does not involve the simple calculation principle given in sec­
tion 3, formula (14).
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