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INTRODUCTION

The present study has two chief purposes: to consider indicators

of relative changes and apply the ideas arrived at thereby to

economic index number calculations.

In chapter 1 the concept of relative change is defined and the
properties of various indicators of relative change are examined.
The asymmetry of the customary indicator of relative change,
Hl(y/x) = (y—-x)/x, and its poor decomposition properties are
well known. Obviously from force of habit, however, this
indicator is generally employed even in sophisticated analysesl),
but part of the explanation may also lie in the fact that the
relative change concept has not been considered systematically
in the literature and that, in consequence, the alternatives

available to this indicator have not been sufficiently well

known.

1) E.g., the trade cycle model of the Dutch Central Planning
Bureau and the model of the Research Institute for the
Finnish Economy (ETLA), see P. Vartia (1974). For a debate
on the possible merits and dismerits of the use of relative
changes in econometric models, see P. Vartia (1976 a,b,c),
Kukkonen (1975, 1976 a,b), Kanniainen (1976), Terdsvirta (1976)
and Terdsvirta and Vartia (1975).



In theoretical considerations and in several sophisticated

models the logarithmic change, H4(y/x) = loge(y/x), is used

as an indicator of relative change. Torngvist (1935) p. 36

already stated as his opinion that "there - are no good reasons for
giving index numbers in the form of percentages, because the natural
logarithms of the indices are at least for scientists far

more interesting".

Nowadays, when even pocket calculators have keys for natural
logarithms and exponentation, the practical difficulties in using
log-change as an indicator of relative change have dissappeared.
From many a research report, however, the impression is gained
that the author has been unable to give this transformation a

clear interpretation based on the relative change concept.

The writing of research reports about models involving log-
changes is complicated by the absence of simple names for

the concepts concerned.

At this point I wish to repeat an earlier suggestion of mine

that the log-change H4(y/x) = loge(y/x) multiplied by one

hundred - i.e., 100 loge(y/x) - be called the dynamic change
from x to y. The "unit" of this could be called 'dyn' and
ordinary change percentages and dyns would then approximately

1)

correspond to each other for small changes ". As nit is used

as the "unit" for the natural logarithms and hence for the log-

change, the numerical values of a relative change expressed in

1) See Appendix 5 and Herva, Vartia and Vasama (1973). Cf. P. Vartia
(1974, p. 33-35), who uses 'log-percent' instead of our ‘dyn’'.
Recently the name 'natural percent' and the symbol % have
been proposed by L. T8rngvist.



dyns is 100 times its numerical value expressed in nits.
Certain other multiples of the log-change (e.qg., 20 1oglo(y/x),
the unit of which is decibel) have an established position in
physics. The dynamic change, as contrasted to the log-change,
is suitable especially for the communication of the analysis of
economic phenomena, where the relative changes are small as a

rule (e.g., + 10 % = 9.531 dyn = 0.09531 nit = 0.8279 db).

Chapter 2 provides a survey of various views about price and
volume indices. Special attention is paid to differences
between the descriptive (or statistical) approach and the
economic theory of index numbers as presented by Samuelson and
Swamy (1974). Leontief's (1936) views about index numbers are

critically considered and some new results are presented.

Chapter 3 deals with the theory of index numbers associated
with customary period analysis. The exposition mainly follows
the test approach of Irving Fisher, the aim being to present

axiomatically ideas that are usually understood only intuitively.

In chapter 4 we consider "practical” problems inherent in index
number construction and various strategies for constructing
index series: especially base and chain index methods. The latter

topic leads to the subject matter of the next chapter.

The theory of chain index numbers, which was developed by Divisia
and Tdérngvist independently of each other, is considered in chapter

5. A precise exposition of this theory, based on "continuous time",



presents difficulties connected with the definitions of the value,
price and quantity concepts that have been attended to hardly at

all in any of the publications I have come across.

In chapter 6 new index number formulas already derived in Y. Vartia (1974,
1975) are presented and compared, in terms of the criteria
introduced in the preceding chapters, with corresponding previously
suggested formulas. My second index, Vartia Index II, was constructed
in the beginning of 1974 as the solution to the problem set forth
and discussed by Theil (1973). Theil (1973) and Sato (1974)

derived good approximative solutions to the problem, which Theil

(1974) already regarded as unsolvable. Sato (1975, 1976)
reported its independent discovery and proved that our new ideal
log-change index is exact for all CES utility (or production)

functions.

The two new ideal log-change index numbers prove to be noteworthy
competitors of the best known index number's, e.g., Fisher's
ideal index, Stuvel's and Torngvist's indices. Our new indices

are especially suitable for chain index calculations.

Empirical index number calculations using the most popular formulas
such as Laspeyres' and Paasche's formulas together with precicion
formulas of Fisher, T&rngvist, Theil, Stuvel and the author are
reported in chapter 7. The data consists of yearly Finnish GDP
figures by industries for 1957-72 and monthly figures of imports

of fuels and lubricants for January 1972 - September 1974, of
which the latter material is especially difficult. From the GDP-
material both base and chain indices are calculated and compared.
Empirical calculations provide an illustration of the merits

and dismerits of various formulas and confirm the more theoretical

findings of the work.



Jes ON THE ALGEBRAIC THEORY OF RELATIVE CHANGES
Let us consider a positive (or at least non—-negative) sequence
of numbers (yt, t€Z) representing the values of some ratio

scale variable observed in time.

To the absolute change from the point of time t-1 to the point

of time t there corresponds the difference Ye =~ Yeq-

Yet, since the observed values of a ratio scale variable are
determinate only up to the unit of measurement (see Vasama and
Vartia (1971) p. 49-52), Yy may be replaced as well by yé = ayt,
where a > 0.

The change in the variable, as determined from the sequence

(yé, t€Z) will then be y% - y%_l = a(yt = Yt_ll-

An essential characteristic of a relative change is that its

value is independent of the unit of measurement employed;
i.e., the relative change has the same value irrespective

of whether it is determined from (yt) or (yél.



10

An indicator of a relative change is defined here as a real

valued function C(x,y) defined for all positive x and Vi

2 :
C: Il+ - IR, which has the following characteristic properties

A to D:
A, C(x,y) = 0 if and only if x = y.
B. C(x,y) > 0 if and only if y > x.

C(x,y) < 0 if and only if vy < x.

Thus the first argument (here x) represents the base value of
the variable, the second argument (here y) representing the
"new" value of the variable or the value to be compared with

the "base value".

Ch C is an increasing function of y when x is fixed; and

C is continuous.

The properties A to C will be possessed by any function describing

change, e.g., the function C(x,y) = y—x.

D. va: a»o = C(ax,ay) = C(x,y).

By D any indicator of relative changes will be independent of

the unit of measurement.

The following functions C(x,y), for instance, are indicators

of relative changes.

y (y-x)/x

2 (y-x)/y
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3. (y—X)/-lz-(xw)

4. cloge(y/x) when c>0

5% c(y-x)/min(x,y) when c>0

6. (y-x) /K(x,y), where K(x,y) is some mean of x and y.

A mean K(x,y) of two numbers x and y is a real valued function

K defined in a region N:mz, which has the following properties.

(1) min(x,y) < K(x,y) < max(x,y).
(2) K is a continuous function.
(3) va: a>0 = K(ax,ay) = aK(x,y).
(4) K(x,y) = K(y,x).

According to this broad definition, the following, fo; example,

are means:

Arithmetic mean (x+y)/2

Geometric mean VXY ; x>0, v>0
Harmonic mean 2/(%~+%) ; x>0, y>0
Maximum max(x,y)

Minimum min(x,y)

Moment mean of 1

order k [%(xk+yk)]i ; x50, y>0

We define the logarithmic mean L(x,y) of positive numbers x and

y as follows:

Logarithmic mean L(x,y) = (y—x)/loge(y/x) , for x # y

X r for x =y
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We have to prove that it really is a meanl) .

Theorem l: The logarithmic mean L(x,y) satisfies the conditions

of a mean (1)-(4) when x>0, y>0.

Proof: (1) By definition loge(y/x) = (y=-x)/L(x,vy).

This applies to x =y, too.

2
Next use the mean value theorem ): for every differentiable

function f, there exists a point § strictly between x and x+h,

h#0 'such, that
f(x+h) - £(x) = £'(g)h

Take f(x) = 1oge(x)

logg (y/x) = log (y) - log,(x)

Dlog,(£) (y-x)

(y-x)/g .

According to the mean value theorem £ = L(x,y) is between x and y.

(2) L(x,y) being a ratio of continuous nonzero functions, isa

continuous function3) for évery positive and different x and y.

We have to show only that L(x,y)»x, as x»y.

1) Prof. Seppo Mustonen has generalized in an unpublished paper the
logarithmic mean for n positive arguments.

2) See Apostol (1957) p.93.
3) See Apostol (1957) p. 68.
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Using (1) we have min(x,y) < L(x,y) < max(x,y)

and therefore L(x,y)+*x, as x>y, because both limits approach

each other. Thus L(x,y) is a continuous for x = y, too.

(3) L(ax,ay) (ay-ax)/loge(ay/ax)

a L(x,y)

for every positive a, x and y.

(4) L(x,y) (y-x)/loge(y/X)

I

(x-y)/loge(x/y)

Liy,x) . O

We thus have a very important representation of the log-change

(1) 109e(y/x) = (y-x)/L(x,y) , y>0, x>0 .

This iS not just an identity but it says that the log-change is
literally a relative change of the form (y-x)/K(x,y), where
K(x,y) equals the logarithmic mean L(x,y). Or simply: log-change
is a relative change in respect to the logarithmic mean.

What is essential is that L(x,y) is a mean.

It can be shown (see appendix 3) that for positive x and Y, X#y

(2) (ng) > L(x,y) > Vxy , and thus

(3) o i S log (£) ¢ ¥ according to i
o ' g to if x<y or x>y.
( 2z) > erxt B ,;;

All expressions in (2) or (3) are equal if x = y.
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Theorem 2: Every indicator C(x,y) of the relative change is a
function of the ratio y/x alone or, in other words, there isa

function H: R, - Rsuch that C(x,y) = H(y/x).

Proof: Choosing a = 1/x, we have, by D,

c(x,y) = c(l,y/x) & H(y/x). [

The properties A to D, as written for H:

A'. H(-;E) = 0 if and only if L = 1.
' x 3 i x >
B'. H(x) : 0 if and only if = - 1.
ct. H: ]R_‘_-» IR is a continuous and increasing function

of its argument.

D'. H(ay/ax) = H(y/x).

The best method to compute the ordinary relative change C(x,y) =

(y-x) /x, for example, is based on the representation H(y/x) =y/x-1.

The following important indicators of relative changes are

represented graphically in Figure 1:

(4) Hy (y/%) =y/x-1=(y-x)/x, H, (v/x) =1 -x/y = (y=x)/y

Hy(y/x) =570 =YXy (y/x) = log, (v/%) .

%(l+y/x) %-(x«ky)

Note the different ranges of these indicators of relative change:

Hl(y/x) € (-1, o), Hz(y/x) € (-=, 1), H3 (y/x) € (-2, 2) and H4(y/x)€(—m,
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Figure 1. Selected indicators of relative changes

relative
change H(%)

1.5F

_______
-
-

To exclude the indicators of relative change that do not
behave approximately as (y-x)/x does when y/x ~ 1, a further
requirement will be imposed: the indicators have to be normed,
and an indicator H of relative change will be called normed if

and only if

H(S)

E. 1in@8) - 1 EEH) - @) =1
S-1 71 S+1 ;
H(S) = cloge(S), for example, will be normed only when

c = 1. For instance, the indicator of relative changes

generally used in electronics

(5) db = 2010glo(y/x),
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expressing the relative change in terms of decibels, is not

normed .

Correspondingly, information may be expressed in terms of bits,

and then
(6) bit = log. (%)
2°p-"

where p = P(A) is the probability if the event A concerned.
This information measure is an indicator of the relative
difference between p and the probability 1 of the certain

event, which is not normed.

The customarily used indicator of relative change, Hl(§1 =
(y-x)/x, is annoyingly asymmetric. For example, the two

changes involved in the sequence x-y-Xx,

(7) B Gy % £E ana g = X
are not equal apart of the sign.

On the contrary, if the value of the variable first doubles and
then decreases to a half, there will first be an increase of

100 per cent and then a decrease of 50 per cent. Correspondingly,
the numerical value of the relative difference between two
numbers x and y will change depending on which of them is used
as the point of comparison. (In the theory of index numbers

this question is considered under the head of the "time

reversal test".)
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We will define the indicator of relative change, H(i), as

symmetric if and only if

Ly = = g
F. H(3) H(YI s
For example, the indicators

Yy = X=X Yy = ¥X°X
(8) Hl(xl X;— and Hz(xl Y

are asymmetric. By contrast the indicators

< -x = Y
(9 gy (d) = I(L— » By (X) = log (£)
3 x+y)

and, in general, all indicators of type 6, or

-

Ly e
(10) H(Z) R(Z,7]

are symmetric (and the ones mentioned here are also normed),

One peculiar way of making the indicators (8) symmetric is to

define

(11) HS(-;E) - 1;—" , when § > 1

XX b 4
v ! when < < 1.

This is how Rao & Miller advise in their Applied Econometrics

(1971) on p. 17, the student to compute "relative changes".
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Written in another way, H5(§) can he interpreted as the

following kind of extreme case of indicators of type 6:

a4

Xy =
(12) HS(xl min(x,y]

Its computational simplicity is the only: advantage H5 possesses

in comparison with, for instance, the indicators in (9).

In what follows we shall demonstrate that the indicator
g = 24
(13) H4(x) loge(xl ’

based on the log-change, is actually the only one recommendable

L)

for scientificuse To this end the aggregation and decomposition

properties of various indicators will be investigated.

It is interesting to compare the following indicators with one

another:

Relative change with respect

: . Yy = ¥=X

to the minuend: Hl(xl "
Relative change with respect
to the arithmetic mean: H3(%) = chjﬁ—

§(x+y)
Logarithmic change (the relative
change with respect to the

—%

logarithmic mean): H4(¥l = loge(§)==f%%7§1-

1) Some multiples of this indicator are widely used e.g. in electroni
and acoustics (desibels, eg. (5)) and in information theory (bits,
eqg. (6)). Other similar logarithmic 'scales' are the DIN-scale in
photography and Richter's scale in seismology measuring the enerqgy
of earth quakes.
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As mentioned hefore, all of these three indicators are

normed, but Hl is not symmetric:

Ty < IX L gy Y e e
(14w (D ¢y, (X L) u

X
X v (1_7)

1

£ - ch§1 when § £ 1.

In practice, however, H, is often dealt with as if it were

1

symmetric when % s 1.

Consider the two-stage change x-y-z and examine how the
relative change from x to z can be expressed hy the various
indicators in terms of the changes x-y and y-»z. In other

words, we wish to express H(%l in terms of H(§1 and H(él.

Zy o 2=x o (2-yl+iy-x)
(3 Hy gl = e X
= 27Y , Y%
X X

S ¥SX o, (Y) (2X
+ il )

= Y ¥ z
Hl(x) + (x) Hl (yl .
Zy . . zrx  (Z=y)+ (y-=¥)
wel  Hyhd TR =1
3 X+z) §(x+z)

. ..
I(xtz)  3(x+z)

- (Xt Y +Z z
g My G + (52 5y 2 .
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z z Z X
(17) H4(x1 loge(x) lpge(y x)

.

loge(ﬁl + 1oge(§L

Y z
LA HOP

Thus, only the logarithmic change is decomposed exactly into
a sum of the component relative changes. Approximately,
however, the same is also true of'Hl and H3 when all the
relative changes are small.

Let us apply equations (15)~(17) to time series (vtL,
whérevt is the value of a commodity at the point of time t

and equals the price P times the quantity qQ

v

We wish to express the relative change in value, H(;—E—l,
t=1
in terms of the relative changes in price and quantity,
P q
B9 and Bi=—t=).
t-1 De-1

For the application of (15) - (17) it will be considered

that the changes in price and quantity occured step-wise:

Peo1%p-1 @ Pe9pn ™ P9y

(Compare b4 - Y - z )
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v P4, _ - P.q
(19) Hl(V_E—) = Hl(p -l 4 tig-1 Hy M
=1 £=19¢-1 Pe%e Pede g
P p q
t t t
= H_( )+ ( ) H (—).
L Pey” 1 Ty

This can be written in a more transparent form by
substituting 1 + Hl(pt/pt_ll for (pt/pt_ll to get
Pe 9

) Hy G-

v P q
€ _ t t
1(3__—) = Hl(E———) + Hl(a———) + Hy (

(20) H
t-1 t-1 t-1 Py

The last term, or the product of the relative changes in
prices and quantities, will subsequently be reffered to as
cross term. When the relative changes are small, this term
can be neglected, and the relative change in value,
Hl(vt/vt—l)' will then equal the sum of the corresponding

changes in price and quantity.

When the changes are large, the cross term will be the main

term. The corresponding decomposition of H3 is obtained as

follows:
Ve o Pea9e g tPeTeg P9y
(21)  Hy(—5) = ( ) )
t-1 Pe 19¢-1"Pe9 Pe19%1
Pede-1"Pede Prde

P 1%e-1*Pe%y 3Py

L TN S . 21
B 3Py 3
Pe I
= H3(E———) + H3(q Y+ € .

t—1 t-1
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In this case the expression for the "cross term" € is more
complicated. In any event, the cross term will be one of the
third degree in the relative changes. In the case of (16)

the following identity, derived in Appendix 1, is obtained:

z, _ ¥ zy _ 1.y z z
(22) Hy () H3<x1+u3(y1 4H3(x)H3(y1H3(x1.

Example
X - y - z X -z "Cross term"
10 12 15 10 15
Hl 20.00 % 25.00 % 50.00 % + 5.0 %
H3 18.18 % 22.22 % 40.00 % - 0.4 8
H4 18.23 % 22.32 % 40.55 % 0.0 %

The decomposition of H, is observed to be notably more accurate

3

than that of Hl' This can be concluded directly from the

expression for the cross term.

The changes have all been expressed as percentages relative to

the mean occuring in the divisor of the indicator concerned.

Thus, in Hl(i) the absolute change (y-x)} = 2 is 20 % of x = 10;
i Yy 54 s 1 = . ; Vv a4 &
in H3(x) it is 18.8 % of 2(x+y) 11; and in H4(x) it is 18.23 &
of L(x,y) = 10.97.

As appeared also from the example, in the log-change the cross
term is identically zero. Let us also write (17) in terms of

the prices p, and quantities q,:
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v P4, _ P.q
(23) H,(—t] = H, et mky 4 § (et
4 4 4
Vi-1 Pr19%-1 L |
q
= H, () + Hy (1
Peog o |

For log-changes, the relative change in value invariably

equals the sum of the relative changes in price and quantity.

One indicator of relative changes not yet mentioned,

(24) g () = X

o v
also merits attention. HG is both normed and symmetric
and, in addition, it has an interesting decomposition
corresponding to the decomposition of H3 in (22]:

Y4 _ V4
(25) He(Z) = Bg()y + B (2) + €, where

1
e z z
€ = JHg((1Hg (QIHL () [l+X+x I . ]
2VXy 2Vyz 2vVxz

45 Y Z Z
'§H6 (X) H6 (;) H6 (;) .

an

The cross term € of this indicator again contains the product
of three relative changes, just as it should, because H6 is
symmetric. In addition, the product contains as a further
factor an interesting term, involving ratios of the arithmetic
and geometric means, which can well be approximated by 1/4.

The derivation of this identity is presented in Appendix 1.
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To summarize, for the logarithmic change H, the cross term is

identically zero, for H_ it is very small with the small

6

values of the relative change, for H, the cross term is, to a

3
very high degree of accuracy, numerically twice the cross
term of He but of the opposite sign, whereas in Hy the cross

term is of the second order of smallness, instead of the

third as in the two preceding cases.

Example. The indicators will be examined numerically assuming

that the relative changes are smaller than in the preceding

example.
b4 -» Yy - z X >z "Cross term"
10 11 13 1@ * 13
H1 10.000 ¢ 18.182 % 30.000 % + 1.818 %
H, 9.524 % 16.667 % 26.087 % - 0.104 %
H, 9.531 % 16.705 % 26.236 % 0
He 9.535 % 16.725 % 26.312 % + 0.052 %
x - vy - z X - z
minuend 10.000 11.000 10.004Q
arithmetic mean 10.500 12.000 11.500
logarithmic mean 10.492 11.973 11.435
geometric mean 10.488 11.958 11.402

Vicy+ (25 3 ,
Note that L(x,y) =~ 2V¥ (R0 o V' ay ) 2 o(x,y)
3

20, (L) +H,_ (X)
3 6 'x . 2
and H, (i) o 5 pe \7 H3(§) Hs(ﬁ).
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This approximation to the log-change was already known by
Térnqvist (1935), but Theil (1973), in particular, has used the
mean T(x,y) occuring in this approximation:hlzhe index number
formula he suggested. It would seem, however, that Theil has

not considered the concept of a logarithmic mean to be important,
since otherwise he would no doubt have derived the Vartia Indices
I and II to be presented in Chaoter 6. The propverties of various
means are considered in Appendix 3.

It is well known that the only continuous function H:]R+-* R
satisfying the functional equation H(xy) = H(x)+H(y) for all
positive x and y is H(x) = ¢ log RS for some real constant c ;

the case of differentiable H is proved in appendix 2.

We conclude that the logarithmic change

(26) H, (y/x) = log,(y/x)

is the only indicator of relative chanae which is normed,
symmetric and for which the relative change x+z is decomposed

into the sum of the component relative changes x»>y and y-»z.

The representation of the logarithmic change given in (1)

X

(27 Hy (v/%) = log, (y/%) = £y

will later be put in effective use in considering the
determination of the relative change in a sum with the aid
of the relative changes in the terms of the sum. These
questions are dealt with most naturally in connection with

the index numbers.



26

2. VARIOUS VIEWS ABOUT THE DEFINITION OF PRICE AND
VOLUME INDICES

2.1% General

Like most developed human activities scientific research is
pursued to sétisfy various needs and purposes. A practically
oriented scientist may be interested in describing, explaining,
forecasting or controlling a real process under study. On the
other hand, a theoretically oriented researcher (e.g., a logician,
mathematician, economist or philosopher) need not have any clearly
practical aims connected with empirical data or problems; he may
be interested only in the theories or models used in some area.
These theories often begin to live lives of their own in the
researcher's mind, whose intentions may be literally vhilosophical.
These different attitudes have contributed to the separation

of 'applied' and 'theoretical' research from each other.
applied’ and ‘theoretical

Analogically concepts are often classified into descriptive

(or empirical) and analytical (or theoretical) ones. For instance,
the arithmetic mean and the median, as calculated from observations,
are descriptive measures, while the expectation and the population
median are the corresvonding theoretical concepts defined in the

model or play process under consideration. Descriptive measures

or statistics are often used as estimates of some theoretical

concepts corresponding to some functions of the population para-

meters. Descriptive measures have, however, some meaning independ-
ently of theoretical models: they need not be interpretec as

estimators of any pcpulation parameters.
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A wide variety of approaches, which are not always easy to distin-
guish from one another, have been proposed for the construction
of price and volume indices, see the classical survey of Frisch

(1936) and a modern survey of Samuelson and Swamy (1974).

Nowadays most index theorists seem to prefer the analytical or
theoretical approach. Many of them do not hesitate to start from the
static demand or production theory, often with nonsaturation and
homotheticity assumptions, and 'rationalize' index number formulas
by deriving them from these and other special assumptions. These
derivations show that if our data were generated according to
their particular demand theory (where a typical consumer
maximizes his time invariant utility function under given prices
and income) then a certain index number formula would give the
same numerical results as the 'true cost of living index'.

This means that the index number formula may be practically

useful, too.

These calculations are of course valid as spch but rather
irrelevant when our data is not generated in the supposed way.

If p implies g but p is not true we do not know whether q is true
or not. The problem is therefore whether the data is generated in the

postulated way, because only then can we use the result.

It seems to be generally accepted that the standard assumptions
of the static demand theory are unrealistic, so that the theory

serves mostly pedagogical purposes.

Actually we are not concerned with a typical consumer butwith a
whole population of different economic agents. This causes

the problems of agoregation over individuals, which have
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thus far remained unsolved b, If an economic agent is

supposed to have his own indifference surfaces in the
commodity space these would probably change in time and depend,
e.g., onprices. This ruins most of the classical results in the
demand theory and leads to dynamic demand functions and problems

2)

caused by taste changes®’. Little is known of these things. The

qualities of the commodities change, new ones appear and old

ones disappear3)

. These complications may be theoretically handled
by increasing the dimensions of the commodity space and allowing
corner solutions. The stochastic nature of consumer behaviour
should be taken into account by including random terms in the modef).
An evident but essential complication stems from the fact that

the adopted theory (without any other complications) would usually
contain unknown parameters, so that the true cost of living index
cannot be calculated unless some of these parameters are somehow
estimated or fixed. Should The Statistical Officies therefore
estimate their demand functions to calculate consumer price indices?

What kind of demand systems should be fitted to the data? What would

be the appropriate estimation procedure?

These questions are nowadays avoided by using the simplest type of
descriptive price indices, namely, Laspeyres' indices, which
unfortunately are usually upwards biased compared to the relevant
indices in the case of demand theory. The practical man does not seem

to be too serious!

1) See e.g. Sen (1973, p. 1-23).
2) See e.g. Fisher and Shell (1972), Morishima and others (1973, p. 242-270) .
3) See e.g. Tdrngvist (1974), v. Hofsten (1952), Griliches (Ed.) (1971).

4) See e.g. Theil (1965, 1967, p. 227-289, 1970) , Deaton (1974),
Diewert (1974).
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As at least some of these complications are widely admitted to be rele-
vant it seems quite remarkable that so much interest is still focused
on the standard mathematical game of the index theorists, which ignores
these complications. While Samuelson and Swamy (1974) declare their
belief in the economic theory in their Concluding Warning, I want in-
stead to study the index number problem from the descriptive point of

1)

view.

2.25% The descriptive approach

The most generally applicable approach is the descriptive approach, for

which Frisch (1936) uses the term 'atomistic approach' and which Samuel-
son calls 'statistical’'. Here a price index is constructed to measure
the change in the 'price level' (or the average change in individual
prices), very little being asserted about the behaviour of individual
prices and guantities. This is mainly the approach of the pioneers in the
field, e.g., Walsh, Jevons, Laspeyres, Paasche, Sauerbeck, Edgeworth

and, especially, Irving Fisher.

In the descriptive approach we distinquish a historically interesting

old way of thinking, namely, a stochastic approach. The earliest writers

tended to conceive of price indices as some kinds of means or measures

of central tendency of the universe of price changes. Individual orice
changes were regarded as random observations of this hypothetical uni-
verse. The purpose of the index formula was to eliminate the random fluc-
tuations of individual price quotations. In the stochastic approach

observed individual price or volume changes were considered to

1) Dr. Pentti Vartia has called the descriptive approach 'theory
invariant' in contradistinction to to the 'theory dependent' economic
approach. This description nicely stresses the robustness of the
descriptive approach, which does not use so many (doubtful) assump-
tions as the economic theory. Of course both approaches have some
common theoretical elements, e.g., values, quantities and prices
are supposed to be measured on ratio scales.
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give unreliable information on the average nrice change, roughlv
in the way measurement errors hide the true effects in exnerimental

situations.

Sometimes one may meet the similar opinion that individual orice
ratios are something unreliable and that only their averages, i.e.,
price indices, give some reliable information. We must state
clearly, however, that this avbproach is only of historical interest
and that the definition of a price index cannot logicallv be based
on such foundations. For instance Keynes (1930) n. 85 vigorously
criticizes the stochastic definition of a orice index as being
'root-and-branch erroneous'. Frisch (1936) agrees with Keynes on

this noint.

I. Fisher's "The Making of Index Numbers" is a landmark in the
descriptive approach. Before Fisher's work there had been a long
controversy over the proper index number formulas. The chief
argument, which I. Fisher wanted to reject, was that one index
number was fit for one purpose and another for another one. We

cite Fisher (1922) p. 231: "Unless someone has the hardihood to
espouse bias or freakishness for some "purpose" whatever formula
he advocates will insist on coinciding with whatever formula anyone

else advocates." For a reconsideration of the concept of 'bias' as
used by Fisher see Y. Vartia (1976b).

Fisher's method is based on definite criteria or 'tests' which

a good index number formula should satisfy. The most fundamentally
important test among those already treated in his earlier study,
Fisher (1911), is the 'time reversal' test. "This and the new test,

the 'factor reversal' test, are here constituted the two legs on

which index numbers can be made to walk", Fisher (1922) p. XIII.
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Following Frisch (1936), we may characterize this approach

to the construction of index numbers as test theoretic.

In this approach an index number formula is a function meeting
certain desirable criteria or tests. The test theoretic approach

is transformed into an axiomatic approach by only formalizing

the tests and calling them axioms. As was provedl) by Swamy (1965)
there are no index number formulas satisfying all of Fisher's
tests; i.e., the corresponding axioms are contradictory and the
set of indices satisfying them is empty. This situation resembles
the problem now known as 'Arrow's paradox'. It is concerned with
the construction of society's preference function out of the
preference functions of individuals. By setting up a certain
seemingly natural 1list of properties (axioms) which this
construction should satisfy, Arrow (1963) proved that no such

construction was possible.

As was humorously pointed out to me by L. Tdrngvist, there should
be nothing especially astonishing in the fact that a set can be
made empty by increasing the list of properties its elements

should possess.

In the index number problem (and in the problem discussed under
2
the heading of Arrow's paradox} ) there have been at least two

ways of overcoming the seeming paradox caused by the empty sets.

1) E.g. Frisch (1930) and Wald (1937) have presented their "proofs",
which according to Swamy (1965) suffer from some errors.

2) See Luce & Raiffa (1966) pp. 340-1, 356-7.
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The first is to drop some of the desired properties of the

index number formulas (i.e., functions I:A-+B), while their
definition set A is kept unchanged. Fisher dropped, for instance,
the 'circular property' from his list of desirable properties.
We cite Fisher (1922) p. 271: "But the analogy of circular test
with time reversal test, while plausible, is misleading. I aim
to show that the circular test is theoretically a mistaken one,
that a necessary irreducible minimum of divergence from such
fulfilment is entirely right and proper, and, therefore, that a
perfect fulfilment of this so-called circular test should really

be taken as proof that the formula which fulfils it is erroneous".

Fisher's conclusion is not accepted by some modern researchers,
who usually base their views on a different starting point, namely

the economic theory of index numbers. Samuelson and Swamy (1974)

p. 575 wrote, in commenting this conclusion of Fisher's: "Alas,
Homer has nodded; or, more accurately, a great scholar has been

detoured on a trip whose purpose was obscure from the beginnina".

It is not known what are the desirable properties making Fisher's
"Ideal Index" (or its rivals) the only index having these proper-
ties ; i.e., we do not have different axiom systems (in this de-
scriptive approach) that would characterize one and only one index
formula each. Fisher's work was so impressive that only little has

been added to his results on the test theoretic approach.

2.3. The economic approach

The second way of avoiding the no-solution case could be called

the economic theory of index numbers or the economic aprroach.
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Instead of dropping some desirable properties of the index number
formulas, we restrict the admissible combinations of prices and
quantities by some economic theory (e.g., the static demand theory
or the production theory). By 'imagining' certain interdependencie:
between prices and quantities we restrict the definition set A of
the "index formula" I: A+B to a much smaller but more complicated
set A' cA. The index number formula - e.g., the 'true cost of
living index' - will then be defined using the concepts of the
underlying economic theory. In special circumstances the index
number formula can be proved to have desirable properties in the
restricted set A' (but not, of course, in A), see Samuelson and
Swamy (1974) .

In the economic approach the price index has a definite economic
meaning: it answers a definite question. But this will be the case
only if the underlying economic theory is a true description

of the data generating process. In a more general situation
discussed in the descriptive approach, the definitions of the

economic theory have no clear meaning.

We are in a very problematic situation: in order to escape the
inconsistencies of the descriptive approach ("What is the right
index formula?") we hypothesize a complicated economic theory,
which can be regarded only as an approximation to the real data
generating process. If the approximation is a poor one, our

index number calculations may be totally misleading unless

they can be interpreted using the descriptive approach, which

is luckily often the case. When the definitions of the economic
theory are carelessly used in real situations, more complications

will perhaps be introduced than eliminated:
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the best may be an enemy of the good. The usefulness of the
economic approach (and all idealized play processes or theories)
lies in my opinion in the fact that it clarifies, like good
examples, our conception of the more complicated situations met
in the real world. By examining a beautiful but restricted
theoretical world we may learn what are the minimum complications

found in a wider world.

To show some problems in the definition of price and volume
indices in the economic theory, we use the following definitions

given by Samuelson and Swamy (1974):

DEFINITION: Economic Price Index: This must equal the ratio of
the (minimum) costs of a given level of living in two

price situations.

The definition is concerned with only "a given level of living",
which means that the Economic Price Index is not exclusively a
function of two price situations but wusually dependson the given
level of living. This definit;ongivestwé natural but usually
different price indices when we want to compare prices in

two situations involving different levelé-of living. We quote

Samuelson and Swamy (1974) p. 568:

"The fundamental and well known theorem for the existence

of a price index that is invariant under change in level

of living Q2, is that each dollar of income be spent in

the same way by rich or poor, with all income elasticities
exactly unity (the homothetic case). Otherwise, a price
change in luxuries could affect only the price index of

the rich while leaving that of the poor relatively unchanged.
This basic theorem was well known already in the 1930's,

but is often forgotten and is repeatedly being rediscovered".
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The indices based on economic theory can be defined in different
notations by using, e.g., utility functions, demand functions or
indirect utility functions. In the following we will use the indifferenc
relation instead oftheutilityfunction,édopting elsewhere the -

concepts of Samuelson and Swamy (1974).

*
Let @ be a given bundle of commodities and q any bundle of commod-
g . . . > *
ities indifferent to it for our consumer, gq~q . Let e (p; q*) be
the minimum expenditure needed to buy a consumption vector g

*
indifferent to g when prices are p:

9z

min p-q
3
q~q

*
e(p; q)

)

A
= p-q .

q

By its definition, the Economic Price Index can be written as

q
*x
P(pl.pos q) =

e(pli q*)/e(po; q*) =

1 0
pl-4t/p°-4

q

AsSamuelsonandSwamyki974)prove p(Pl'po; q*) is independent

of the utility level fixed by q* only if the indifference contours
S(q*) = {q|q~q*} are homothetic with all income elasticities
exactly unity. This guarantees that value shares do not depend

on income. The Economic Price Index satisfies the strong

* *
proportionality test P(kpl,po; q )EkP(pl,po; q ) for any positive k.
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1)
The definition of the quantity index is more complicated.

DEFINITION: Economic Quantity Index: This measures for two
presented quantity situations qo and ql, the ratio of the
minimum expenditure needed, in the face of a reference price

*
situation p , to buy their respective levels of well-being.

Or in mathematical notation
1 £ 3
Q(q ,qo; P) =

e(p*; ql)/e(p*; qo) =

p -4t/p*-4° 5

Just like the Economic Price Index, the Economic Quantity Index
will only in the homothetic case be the same for any chosen price

*
standard p . A curiosity is that the proportionality test,

*
Q(kqo,qo; p )=k for any positive k, is satisfied only in the

homothetic case, see Samuelson and Swamy (1974) p. 576 or

Y. Vartia (1976d).

Let (po,qo) and (pl,ql) be two equilibrium situations.

§ i * 0 * 1
Specifying @ = q and p = p we get

0 1.1,0 0
(1) P(pl.p ; qo) Q(ql,qo; pl) =p -°q/p -q .

1) There are different definitions of the quantity index mentioned,
e.g., by Samuelson and Swamy (1974) p. 590 note 17. and p. 591.
Pollak's definition happens to be the same as Leontief's (1936)
definition to be formalized later.

For the definition of a marginal price index, see Rajaoja (1958)
or Theil (1967). Rajaoja also defines a very interesting index,
the price index of the competitors of the good G, , and proves
useful theorems. These concepts can be defined in a natural way
only using economic theory and we do not discuss them here.
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This corresponds to a similar identity between Laspeyres' price
and Paasche's quantity indices. The identity tells us that, using
the price index corresponding to the utility level of qo and

deflating the value ratio by it, we would get not Q(ql,qo; po) but

Q(ql,qo; pl) , where the new price vector p1 changes from one

situation to another.
i E ¥ I * 0 ; . .
By specifying g = q and p = p we get an identity which

corresponds to Paasche's price and Laspeyres' quantity indices:

1 0

1 0 1 1 0
(2) P(p /P 5 9) Q(a ,q ; pO) =p -ql/po'q .

This equation shows an asymmetry similar to that in (1).

Next we derive two alternative one-sided bounds for Economic Price

0 0

Indices of Laspeyres' type P(pl,p H qo) = e(pl; qo)/po-q

and Paasche's type P(pl,po; ql) = pl- ql /e(PO; ql) .

Because e(pl; qo) is the minimum expenditure necessary to'attain the

indifference surface determined by q0 we have e(pl; qo) < pl-qo.

Here pl-qo is the total income needed to buy qO basket at pl prices.

Therefore we have for Laspeyres' price index Lp:

0.0 -1 .

(3) P(pl.po; a® < pl-qo/P o

Similarly we get for Paasche's price index Pp:

0
(4) P(pl.po; ql) > pl-ql/p 'ql = Pp .

These one sided bounds can be combined into a double limit generally
only in the homothetic case where the left hand sides of (3) and

(4) are equal. In the nonhomothetic case it is even possible to have
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0
(5) p(pt,p% a)) < Lp< Pp< pet, 0% ah

so that the Economic Price Index need not lie between Lp and Pp.

Similar bounds are easily derived for Economic Quantity Indices

as well:

1 0
(6) ata,q% 2% < p%al/p®q® = Lq
(7) Q(ql.qo; pl) > pl'ql/pl'q0 =Pgq -

These bounds show that Laspeyres' price and quantity indices
Lp and Lq are usually upwards biased with respect to Laspeyres'
type of Economic Indices, while Paasche's indices Pp and Pqg are

)

analogously downwards biased.l These or other but similar
bounds (see Frisch (1936) p. 24) have been discussed in numerous
articles, and confusion is here no rarity as mentioned, e.g., by
Frisch (1936) p. 25-26 and Samuelson and Swamy (1974) p. 581.

The revealed preference theory is based on these inequalities,

see e.g. Samuelson (1947), Houthakker (1950) and Afriat (1967).

Note that the bounds (6) and (7) need not hold for all choices of
reference prices p* but only for the special choices p0 and pl.
The same applies to tﬁe price index P(pl,po; q*). This seems to
be the point stressed by Leontief (1936), which we shall comment

on later.

1) In the case of production theory the inequalities are reversed,
see Samuelson and Swamy (1974) p. 589 and Fisher and Shell (1972)
p. 58. .
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0; qo)

Laspeyres' and Paasche's types of price indices P(per
and P(pl,po; ql) differ usually somewhat from each other because
they have been calculated on different utility levels. Their
geometric mean ic a Fisher type of price index, which may

be interpreted as a price index corresponding to an

utility level specified by an intermediate consumption vector & g

/ 1 =
(8) VPe(p ,po; qo) P(pl,pos ql) = P(pl.po; ).,
where ai ~ ng qi . In the same way the quantity index

should be calculated using an intermediate price vector P,

= A/u0 L1

(9) p(pt,p% @ o(at,q°

1 0

- 1
i P) = p -q /po-q .

Vectors q and p exist by the mean value theorem: A continuous function
f: R™> R assumes all values between f(xl) and f(xz) on'any contin-

. 2
uous arc connecting x' and x°.

These indices are symmetric in respect to situations 0 and 1,
but in time series analysis the reference quantities q and prices
p change in time. Therefore, e.g., in time series studies

0

P(pl,p ; Q) for different pl:s is not literally a 'constant

utility price index'. These problems are often ignored in literature

Our analysis is in the spirit of Theil (1967). Theil proved that
the T6rnqgvist type of price index approximates quadratically
the Economic Price Index calculated on the utility level corre-
sponding to the geometric mean of real incomes. As the best
index number formulas - e.g. Fisher's Ideal Index, T6rnqvist's
index, our new indices etc. - may be shown ~ to approximate each

other quadratically for small relative changes in prices and
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quantities, they all give quadratical approximations to the
Economic Price Index calculated at the geometric mean of real
incomes, see Diewert (1976b) and Y. Vartia (1976b) for newer

results.

I interpret these results as speaking for the descriptive approach.
They show, it seems to me, that index formulas based on a completety
descriptive approach are able to contend successfully with the
Economic Indices on the home field of the latter: in the ideal

world of the demand theory.

It is impossible to arrange a similar contest on the home field

of descriptive indices (in the general situation, where the
prices and volumes change freely), as the Economic Indices simplyv
cannot be transferred to this more general world. Their definition
presupposes a connection between prices and quantities given by

economic theory.

2.4. On Leontief's quantity index

To illustrate some problems and different interpretations I want

to analyse a critical article by Leontief (1936), which seems to
contain profound but often neglected results. By formalizing
Leontief's notion of a quantity index we get a different definition
for this general concept. This should show that even in the
econonmic theory of index numbers there is no complete agreement

about the 'best definitions'.
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Leontief's conclusions are radical: Economic price and quantity
indices are nonmeasurable magnitudes, which can be described
only as being larger or smaller than one. We cite Leontief

(1936) ». 48:

"A method of index number calculation based solely on a
given 'system of tastes' as represented by a succession of
indifference lines cannot possibly lead to any other result
than a series of non-measurable magnitudes. If, notwith-
standing, these results are given in the form of definite
numbers, we have to discard their numerical meaning entirely
and take into account only the respective order of magnitude
In so far as such an index number represents a ratio betweer
two composite prices or quantities, its economic signifi-
cance, if it exists at all, can be represented in terms of
one of the three signs: >1,<lor = 1 (or using percentages:
>100 per cent, <100 per cent, = 100 per cent). Any further
numerical definitess which an index number seems to

convey is devoid of economic meaning. No wonder that

every attempt toward a numerical interpretation, in

the given circumstances, produce nothing but confusion".

According to Leontief's view a statement like "the volume of
consumption is 10 % greater than last year" means only that
consumption has increased. Leontief's criticism is based on the

ordinal character of the utility function. He does not present

his conclusions as mathematical theorems but characterizes them
mostly verbally. These characterizations are perhaps excessively

radical and easily misunderstood.

Much of Leontief's analysis is based on lower and upper limits

E 3
of Q(ql,qo; P ). His table 1 intends to express how little can

for a fixed pair (ql,qo) when (po,qo) and (pl,ql) are equilibrium

points and we know only which of the nine possible cases

Lq = po-ql/po'qo % 1 and Pg = pl'ql/pl'qo

if Lq = 1.0095 > 1 and Pq = 0.9745 < 1 then we know that

1 applies. For instance

Allv
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Q(ql.qo; po) < 1.0095 and Q(ql.qo; pl) > 0.9745. Thus the

* * *
function Q(ql,qo; p ) of p may be for all p smaller than 1,

*
for all p greater than one or identically one. One of the

cases applies to a fixed system of tastes.

SCHEMATIC REPRESENTATION FOR EQUATIONS (6) anp (7).

NONHOMOTHETIC

/

Qlq', ¢°; p*)

CASES

L
y q

ALMOST HOMOTHETIC

CASES
Qlq', ¢ p*) L
s
\)._’ /
]
1'"“‘557 TR
)
1
QI: :
1
" 0 1 1 .
p* p P p*

Leontief gives his conclusions in his table 1 (notation ours):

Leontief's table 1

"Upper limit" "Lower limit" The magnitudes
of the "true"
Lq=P0'ql/Po'qo Pq=pl'ql/pl-q0 quantity index
I 1 1 i
IT 1 >1 >1
11T 1 <1 <1
Iv >1 1 >1
v >1 >1 >1
>. (Indeter-
VI Pl % <1 minate)
VII <1 1 <1
>, (Indeter-
VIII <1l >1 v o
IX <1l < . <1




However, Leontief's cases II, VII and VIII are impossible

if the data is generated according to the demand theory.

This follows from equations (6) - (7) and the fact that

1 0 e . , 1 0 *
Q(g,q9 ; p) is for a fixed vair (q-,q ) and for all p :s on

the same side of 1 unless it is identically one. Note that this

*
does not apply to P(pl,po; q ), which may well cross the 1-

surface.l) Cases II and VIII are wrongly classified also in the

Revealed Preference table given by Diewert (1976a):

Revealed Preference Table I:

P < 1 or
1 ql_ 1.0
p g < p *q

Pq > 1 or

plogl > pligf

Lq < 1 or q0 revealed Inconsistent
po-ql < po-q0 preferred to ql: preferences have

ql < q0 been revealed

Lq >1 Zone of ql revealed
Po'ql >p ‘qo Indeterminacy preferred to qo:

0
at>q

1) This is an example of the nonsymmetry ("nonduality") between

prices and quantities in the demand theory.
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A complete crosstabulation of the nine cases gives us a sharper

picture of the situation:

Revealed Preference Table II:

P <1 P =1 P > 1
q q q
Incon~
1 0 sistent Inconsistent
Lq &l g %9 prefe- preferences
rences
_ I 2 0 1 1} Inconsistent
Ly = & g Nl preferences
Zone of 1 4] 1 0
Lq >4 Indeterminacy a 2q a > g

In Leontief's case I we have q1 ~ qo, which sharpens the Zone of

Indeterminacy in Table I. In Leontief's case IV, Lq:»l and Pq==l,

(which is possible in the case of demand theory) we know that

Q(ql,qo° po) < 1+€, where €=Lq—l >0, and Q(ql.qo; pl) > 1.

’

% *
Therefore Vp : Q(ql,qo; p) 21or ql & 0. 1t is possible that

q

1

o~ qO here, i.e., Leontief's proposition is too strong.

In the same way L = 1 and Pq < 1 implies ql's qo, also here

Leontief claims too much. Note that we succeeded in evaluating

more exactly the boarderline of the Zone of Indeterminacy

1)

in Table I.

1) It seems that in Leontief's example on p. 51 the numbers or

the symbols or both are badly mixed up.
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Frisch (1936) states on p. 21 correctly (if inconsistent
preferences are excluded) that Pq > 1 implies ql)>q0 and L < 1
| q

; : 1 0
implies g€ q . Thus far everything is comprehensible, but

Leontief claims more (p. 50):

"The "true" quantity index, even if successfully obtained,

in general has still no definite numerical meaning. It

is a magnitude defined solely in its relation to unity."
I agree, if the meaning of the proposition is interpreted as

*
follows: Let f(p ) be a function which is either (A) always > 1

or (B) always < 1 or (C) always = 1. Then we can infer

(a) f(p)>1 for some p =
f(p*)>]. for all p*

(B) f(p)< 1 for some p =
f(p*)< 1 for all p*

(c) f(p) =1 for some p =

f(p) =1 for all p.

It might happen for some such £ and po that f(po) = 1.25

but for every €>0 there exists a p such that 1l<f(p)<l+€.

But I must disagree, if Leontief's proposition is interpreted
to mean, e.g., that in any situation (say in my fixed indifference
system describing the private consumption of 30 consumption

categories in Finland 1976-77) a result such that Q(ql,qo; po)

= 1.25 means no more than say Q(ql,qo; po) =1.01; i.e.,

only that ql>-q0.
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The disagreement arises because my indifference system may be

such that from Q(ql,qo; po) = 1.25 I can infer that Vp*:

1.2 < 0(q*,q% p) < 1.3 and not only that vp': alat,q% pH>1.
in contrast to Leontief I would like to say: The true quantity
index Q(ql,qo; p*) has for any p* a completely definite numerical
meaning and the totality of its values for a given pair (ql,qo)
givesus the numerical limits between which any quantity comparison

lies.

It seems evident that Leontief's verbal explanation is too strong
and apt to be missunderstood. Had Leontief meant something about
which I just expressed my disagreement above, he would probably not
have presented his geometric construction of the quantity index,
which we next want to represent algebraically. Leontief considers
three commodities A, B and C and shows how, by defining a new
composite commodity I containing a fixed proportion of B and C,

the number of commodities is reduced to two, namely A and I.

Two commodities may be represented similarly by a single composite

commodity.

The idea in his construction is as follows. Choose first an
arbitrary relative combination of the commodities represented by
the vector q = (al,...,an), where all §i>0. This vector q represents
a new composite commodity, which contains a fixed proportion of

the original commodities.
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Next determine how many 'units' A of g is needed to make our

consumer indifferent between Aq and a given consumption vector q:

q2

Find A>0 such

that Ag~gq.

3af -

9 9
This is a generalization of a method used, e.g., in the analysis

of energy consumption in which the total consumption of different
categories of energy is expressed, say, in coal equivalents.
Here the equivalence is defined usually by the energy contents

and fixed transformation coefficients are used.

. 1
We may express any two consumption vectors q0 and g~ in terms of

our g-equivalents: )\O§~qo and )\lc_;~ql. Leontief's quantity
index Q(ql,qolﬁ) is then given by q;
qt
q
1
a(at,q%1a) = Atn° 4
A%

q,

Y is the ratio xl/xo between the amounts of the

Leontief's index

'composite commodity' a which would just compensate the commodity

0 1

bundles g and g .

1) After writing this I discovered from Samuelson and Swamy (1974),
note 17, that this is just Pollak's definition of the quantity
index, which he has given in an unpublished paper. Malmqgvist
(1953) has given still another but a very similar definition,
see e.g. Diewert (1976b). All these definitions have their 'dual'’
price analogs so that the economic theory has not succeeded
in giving only one 'right' definition for the 'true indices'.



43

Q(ql,q0|§)>l, = 1 or <1 according to whether ql> qo, qlrv qo or ql< qo for
any choice of index commodity c-l This means that Q(ql,qo|c-1) is

itself a 'cardinal indicator of utility's; i.e., Q(q,qolr—y) is for

fixed qo and g an increasing function of the utility function

u(g) and likewise Q(ql,qﬁ) is for fixed ql and q a decreasing
function of u(q), compare Samuelson and Swamy (1974) p. 568.

It is easily seen that Q(ql,q0|c—1) is independent of g only in

the homothetic case. In this simple and unrealistic situation
Leontief's point disappears: in the homothetic case we can
express in exact figures the changes in the quantity of consump-
tion. This reveals that Leontief's verbal conclusions are not
always true. There exist systems of preferences for which they are
valid but usually more can be said about price and volume indices
than Leontief claims.

If the indifference surfaces S(q*) = {q|q~q*} are 'almost homothetic',
the quantity inder(ql,qolc_I) must be 'almost quantitative'; i.e., for
a given pair (ql,qo) it varies only little when g is changed.

For instance it may happen that Q(ql,q0|c—1)€ [L.2, 1.3] when c.j

gets all its admissible wvalues and (ql,qo) is a given pair.
Doesn't this mean not only that consumption has increased (ql> qo)
but also that it has increased at least by 20 % but by not more than 30 %2

1)

To analyse the situation we will approximate the upper indifference

surface S(ql) = {q|q~ql) , where ql>q0, both from below and above

1) By analysing conversely the lower indifference surface we
get just the converse results.
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Vv A
by surfaces S and S of the same form as the lower indifference
surface s(qo) . Define first a = inf Q(ql,qolﬁ) and B = sup Q(ql,qo[c-Il
over all admissible a:S. Leontief's quantity index then lies
between these limits. As Leontief stresses, in the general case
we can prove only that 1<aZl B, in the homothetic case, however, we

’ v o_ =0 =0 0 _.=0

have l<a=g.Usually l<a<p<w. Nowdefine S = {q]33":3° ~q° & =03}

0

- — - - A\ - i
and ’S\ = {q|3q0:q0~q &q=Bq0} so that for all qOES(qO), ées, qles(q;)

A = -
and §€S we have qosc\.i ﬁqls §.

If l<a<B<w then g<y < &1 4 §. We will next show that the Economic

* *
Quantity Index Q(ql,qolp ) » too, lies between aand B for any p .

*
Take some p S(g?

%*
and let Q(ql,qo;p ) . o

e(p*;ql)/e(p*;qo)

il

* =] * -0 —
=p-qa/p -q,
where (_;l~ql and
=0 0
q ~q

For 1<a<B we have 3% ag’% gt s B3’ hecause they lie
v A
respectively on S(qo) : S, S(ql) and S. Taking inner products
; * ¥ -0 * -0 * -1 * -0
with p we get p g <a(p g )< p - g <B(p +gq’). The two last
inequalities result from the fact that the budget plane e = p*- q
becomes tangent to §, S(ql) and § in this order. The proposition

* o
follows by dividing by p - qo.



25 Conclusion

I have briefly reviewed the main approaches to the index number

problem. The descriptive (or atomistic, statistical) approach
is usually divided into stochastic and test theoretic (or
essensially axiomatic) approaches. In this approach the problem
is investigated with no substantial help from any subject matter
theories, using only logic, mathematics, statistics and other
method sciences. On the contrary the economic (or functional)
approach regards the index number problem as a part of some economic

1)

theory and therefore the proposed solutions waver together

with the mother theory.

The subject matter of this chapter is highly controversial and

if the different approaches are difficult to separate from each
other, they are even more difficult to evaluate. The descriptive
approach is more robust than the economic approach, but the other side
of the coin is that the latter yields more exact and clearly
interpretable results if the underlying hypothesis happens to be a
correct one. The efficiency of a procedure is, of course, increased
if more correct information is used, the problem being in the

correctness of the 'information', cf Terdsvirta and vartia (1975,p.6).

1) If a solution does not £find enough support in the descriptive
approach, it falls together with the mother theory. If we choose,
e.g. a special case of the Cobb-Douglas utility function as our
utility function: u(q) = (g *dp-.-q )1/n, then the Economic Price
Index P(pl,p0; q*) is the uiliwelghtea geometric mean of the price
ratios (pl/p9). I would not draw, like Swamy (1965), any general
conclusiofis from this index number formula, which falls together
with its naive mother theory.
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A given method of index calculation - e.g. Fisher's index used
as a base index - may be evaluated using both approaches and
this method scores high in both cases. Therefore Fisher's index
does not need support from economic theory to be applicable.

Other methods may seem still better from some.or all angles.

Our aims is to develop further the descriptive approach, in order to see
how far we can get without anchoring our results to any particular

economic theory.
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3. THE DEFINITION OF INDEX NUMBER FORMULAS
AND CERTAIN DESIDERATA CONCERNING THEM

3.14 General

Irving Fisher, one of the pioneers of the study of price and
volume index numbers, developed numerous excellent index number
formulas and showed, on the other hand, the uselessness of
several other generally employed index number formulas, Here,

an attempt will be made to define axiomatically the concept

of an index number formula in such a way that at least obviously
useless formulas will remain outside its scope. Our appnroach

is descriptive as contrasted to the economic approach and we

try to represent axiomatically the main ideas of Fishe?'s '
(1922) 'test approach'. Our approach is in the spirit of Swam&

(1965) and especially Eichhorn (1976), although neither of them

tries to define the general concept of an index formula.

Consider the commoditiesai,i=l,...,n,whichare supnosed to be
perfectly homogeneous and of equal quality in the course of
examination. We suppose that a complete set of prices Py
quantities q; and values vy = piqi are known for the set of

commodities A = {al,...,an}:
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commodities: al,az,...,an
prices: PyrPyr---1P,
quantities: qprdyre«-s9y
values: Vl’vz""’vn

Let us imagine that a;:s are commodities sold at a commodity
exchange and that the data has been converted so as to correspond

to the sales during a given period (e.g.; one year). The prices
are unit prices, such as 53 pennies/litre, the quantities are
expressed in physical units or are dimensionless numbers and
the values v; = P;q; are expressed in monetary units. The

total sales of the exchange in these commodities is

n
(1) V=3XIv, =3Ip,q, = P9 =«

using the inner product notation for vectors p and q.

The value share of a; is denoted by W, = Vi/V.

Assume that the data in question are known for two time periods,
'yvesterday' t0 and 'today’ tl' which need not necessarily be
equally long, provided that the data has only been converted

SO0 as to correspond to, say, a period of a year's length.

The variables from different periods are indicated by super-

scripts.
The aim is to define the "price" P and "volume" Q of the total
sales in such a way that, for both periods,

k k_k k. .k
(2) VS = Zpiqi = PO r k=0,1
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and that the ratios
(3) p/p0 and ol/Q° .,

which are independent of the units of measurement, will indicate
the changes that have occurred in the average prices and
quantities. Provided that the decomposition (2) is known, the
ratios (3) can immediately be computed. On the other hand,

the ratios (3) do not uniquely determine the decomposition (2),
which only yields P and 9 up to a multiplicative constant

("unit of measurement").

If the 'price and volume indices' in (3) are defined in a reason-

0

able way and a decomposition V = POQ0 is determined in one way or

1

another, we may calculate P~ and Ql from

(4) el = p%el/p% , ol = %w'0% .

It should be stressed, however, that the determination of a ratio
is not a distinctive characteristic of an index number; instead,
the problem of index numbers consists in how the decomposition (2)
should reasonably be defined. Therefore, I do not consider it

appropriate to call the price relative pi/pg of a commodity a;

a price index, as it is sometimes called.

The usual approach is to try to define the indices Pl/P0 and
Ql/Q0 directly. The idea underlying this approach is to determine
the price level, and the so-called ideal index,

- 1 0 i
(5) pt/p° =\/(P—0;‘15) R
p -q P g
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strongly recommended by Fisher (1922), is perhaps the index

most generally regarded as the one best suitable for the purpose.

Another way of thinking, and a more fruitful one in my opinion,
is to try to determine not the price level but the relative

change in prices, as did Divisia (1925), Térngvist (1936),

Theil (1973). The best indicator of the relative change is the

logarithmic change, with the aid of which (1) may be expressed as

. 0
- log (vi/v0) = log(®'/e®) + log(@'/Q”) .

Térngvist, for example, defined the log-change of the price index
as a weighted average of the individual log-changes in prices

1,0

r
ZCi

(7) log(et/p% =%

where the weight Ci is in practice defined as an arithmetic

average of either old and new values or value shares.l) Other

specifications of (7) and their variations will be introduced

and discussed later.

Next a mathematical definition of a index number formula will be

given, formulated in such a way that certain inappropriate formulas,

such as the "price index formula"
1 0
(8) Zpi/ipi

sometimes employed, will be excluded. On the other hand, the

formula used by The Economist in 1927-1958,
1

n —
1, 0.sn
(9) {El(pi/pi))

1) In Finland this formula has been used, e.g., by the following:
The Bank of Finland, see TOrngvist (1937) , The Post and
Telegraph Office, see Tornqvist (1971), the State Alcohol
Monopoly, see Nyberg (1967) and in some special studies
published by The Central Statistical Office, see Somervuori (1972)
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based on price relatives does qualify for a price index formula.

The price and volume indices could be denoted as formal ratios

(3) but to avoid possible confusion we will denote them as Ptg)'
1 1 L

and Qto (or shortly P0 and QO) s

3.2, The definition of index number formulas

Fisher (1922) considers various index number formulas, but he does
not give any exact definition of the concept. The same is true for Frisch
(1930), wald (1937), Swamy (1965)and Eichhorn (1976), perhaps the
most authorative investigators of Fisher's test apbproach. There does
not exist any generally accepted definition of the concept of

an index formula in the descriptive (statistical, atomistic)
approach. As we found out in the economic approach there are

several exact but competing definitions.

The index number formulas P% and Qé should be real valued functions
of 4n-vectors (pl,po,ql,qo) and (ql,qo,pl,po) respectively

having some characteristic properties. These properties are divided
here into two groups, 'basic properties' required to be possessed by all

index formulas and 'desiderata', which may or may not be satisfied.

We propose and use the following definition.

Definition. Index number formula:

Let n be a positive integer and f a positive real valued function

1

defined for all 4n-vectors (xl,xo,y ,yo) having positive components,

f:IRin-»IR_‘_ . Suppose that f has the following basic properties:



. The commodity reversal test

vy:b is a pvermutation of (xl,...,xn):v(xl,xo,yl,yo)enl

£wixly, 99, vyl , viy®) = £t %%yl v0).

. The unit of measurement test

wemi‘ : vixt,x0,y1,v0 € ]Rin’

1
f((Alxl,..., 1

- f(xl, xO’ yllyo)

The monetary unit test

1.0.1.0 4
VCER, : VAER, : V(X ,x ,¥ ,¥ ) €ER.":

f(cxl,cxo,dyl,dyo) = f(xl,xo,ylpyo)-

. The weak proportionality test

VKER, : V(xl,xo,ylryo) emin 2

0
f(kxo,xo,y ,yo) = k.

The weak identity test

VKER, : vixt,x%,y1,v%) € min :

£(x%,x%,ky",v% = 1.

Then f is an index number formula.

1 1 0
1 0 0 Yoy (X
A X s (% ,...,)\nxn),(¥i,..., x2),( {1,...

57
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In property A we used the concept of a permutation, which may

be defined as follows: A linear mapping § = (wl,...,wn)::mn»]Rn
is a permutation (of the components) of its argument vector

X = (xl,...,xn) if in every column and row of its transformation

matrix there is only one nonzero element which equals unity.

This means that for all i, k and x€R", D,¥, (x) = 0 or 1 and
n n
i:z-lniwk (x) =1 for allk andkElDiwk(X) =1 forall i:

By giving different interpretations to the 4n-vector (xl,xo,yl,yo)
we get price and volume index formulas.

A price index formula is a function f applied to a 4n-vector of
0

the form (pl,p ,ql,qo) and mapping it to the number f(pl,po,ql,qo).

This is a price index comparing the the price-quantity situation

(pl,ql) to the situation (po,qo). Tt p1 = kp0 and ql = q0 we have
according to D: f(kpo,po,qo,qo) = k. We sometimes use the notation
f(pl;po.ql.qo) = P(pl.po.ql.qo). or shortly Pté or Pé if the

arguments are determined from the situation.

A quantity index formula is a function f applied to a 4n-vector of

4 ; 0 1 0
the form (ql,qo,pl,po) and mapping it to the number f(ql,q /P P )

This is a quantity index comparing the price—-quantity situation
(pl,ql) to the situation (pl,qo). It has according to D the basic
property of a quantity index: f(kql,qo,po,po) = k. We use for the
quantity index f(ql,qo,pl,po) sometimes alternative symbols

1 0 1 0 tl 1
Q@ ,qa ,P /P ) Qg OF Q-
Our definition of index number formulas uses data from the two
price-quantity situations (pl,ql), (po,qo) only. Therefore a more
complete name for our index number formula f would be a direct

comparison (d.c.) index number formula. If we make an indirect price
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comparison of tg and t1 via a third situation, say t3, by defining

1 _ 3.1
Py = P0P3‘

number formulas then Pé usually depends on (p3,g3) . Therefore this

where Pg and Pé are calculated by direct comparison index

Pé is usually not a d.c. index number formula between situations

t0 and tl' The two main strategies (i.e. base and chain methods)
for producing comparisons between various price - quantity
situations are discussed in chapter 4. The base and chain methods
are examples of how d.c. index number formulas can be used in
constructing index series. Of course more complicated strategies
for constructing index series may be imagined and even strategies
which cannot be represented using direct comparison index number

1)

We do not, however, discuss these more complicated

2)

formulas only.

strategies here.

: t t ol -2, E-l t, t-1
1) Define Pt—l by lOgPt—l —Zz(wi W/ ) log (pi/pi )
This Pt_ is not a direct comparison indsx number formula,
becausé it contains the value shares wt™ 4 from year t-2.

It may offer, however, a reasonable comparison of prices
b%tween t-1 and t if the value shares change slowly. Chaining
P -_.:s provides an example of a strateqgy which cannot be
répresented using direct comparision index number formulas
only. It seems to me very difficult to state in any general
terms which is and which is not a reasonable strategy if
strategies of this kind are included.

2) Note alzo that we have defined an index number formula f as a function
fr:'om IR+1’1 ,:j',nto R, . Any fu_nction f has many different representations, i.e.
different "formulas", which determine the function. For instance
Laspeyres' price index formula, Pé = ZplqE/ZquQ Or no.53 in Fisher's

(1922) system, determines the samé function £+ "> 1R, as the following
formulas:
Fisher's no.| "formula" or the method of calculation
3 Zpgqg(pi/pg)/Zpgqg
6 (vl/vo)/(qupi(qi/qg)/qup% ;
17 Ipjas/Tpiay (/p}) |
20 w'/v0)/ (zajpi/zaip; (a)/ay)) |
| 60 (Vl/VO)/(Zqipi/qupi)

Still other expressions as Zw(.l)

1 1
(pi/pg), p -qo/po-qo.etC- are
easilv found.
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Perhaps the choice of our conditions can be motivated best in the
way Fisher (1922) originally did. The commodity reversal test was

introduced by Fisher p. 63 as follows

"In short, we must, in some sense, treat alike: (a)

any two commodities; (b) the two times; (c) the two
factors.

The first test is seldom if ever violated. It is mentioned
here for completeness and to afford a basis for a better
appreciation of the two less obvious tests which follow.
In order to avoid confusion the three tests will be dis-
tinguished as:

"Preliminary" - The commodity reversal test
Test 1 - The time reversal test
Test 2 - The factor reversal test

Any formula to be fair should satisfy all three tests.

The requirement as to commodities is that the order of the
commodities ought to make no difference - that, to be
specific, any two commodities could be interchanged, i.e.
their order reversed, without affecting the resulting
index number. This is so simple as never to have been for-
mulated. It is merely taken for granted and observed
instinctively. Any rule for averaging the commodities
must be so general as to apply interchangeably to all

of the terms averaged. It would not be fair, for instance,
arbitrarily to average the first half of the commodities
by the arithmetic method and the other half by the geometric, .
nor fancifully to weight the seventh commodity by 7 and

the tenth commodity by 10 so that if the seventh and tenth
commodities were interchanged the result would be affected."

The time and factor reversal test will be commented on later when they

are introduced into our system as desiderata. The commodity reversal

test rules out formulas such as Pé = 0.2(pi/pg) + 0.8(p§/pg)
or Pé - (2Pi + Spé)/(ng + 8pg)- But does it exclude the formula

of Lowe (which is no. 9051 in Fisher's system) as well,

(10) Pcl, = ptea/pl-q ,
where q-= (ql,...,qn)enﬂf is a fixed vector describing

quantities of ayrecerdpy which q is independent of qo and ql.
A common sense calculator of Lowe's index (10) of course permutes

g together with p0 and p1 to get
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(11) veh v@ved) v@

which necessarily equals (10). So (10) seems to satisfy the
commodity reversal test. However, we must formulate (10) accor-
ding to our definition of an index formula and a straight inter-

pretation would be a function f such that
(12) 3q€R” : v (pt.p%,q", ") emri™ :
1 0 1 o0 1 0
f(p"vp /a7 ,qa) =P *a/p "9 -

But here f does not satisfy A, becauseqg is not permuted although
pl,po,ql and q0 were. The interpre£ation (12) describes

the behaviour of an unsensible calculator (e.g. electronic computer)
of Lowe's index (10). But is there any interpretation of (10) as

a function (pl,po,ql,qo) - f(pl,po,ql,qo) which satisfies (13)-(15):

(13) f(pl,po,ql,qo) = pl'q/po-q
(14) f(w(pl) .w(po) ,w(ql) ,w(qo)) = w(pl) -w(q)/lp(po) “y(q)
(15) pl-a/p’-q = veH (@ /HED) V@

where { is a permutation.

We prove that no such fixed function fﬁmin+]R+ exists. Equation

(15) is always trivially true. To see that (13) and (14) must be
different functions calculate the first partial derivates

0 107

D f(xl,x ,yl,yo) for x1=x0=y =y =1 (a vector of unities) from

1

(13) and (14). We get q;/Iq; and ¥, (Q)/Z¥; (@) = ¥;(q)/Zq;

respectively. These are not generally egual, unless qy=-..=q,
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when (10) reduces to Ebi/tpg. Therefore (10) does not satisfy
the commodity reversal test unless all q;:s are equal, in which
case it does not satisfy the unit of measurement test. I have
found nowhere in Fisher (1922) a statement that all his formulas
9001-9051 fail to satisfy the commodity reversal test unless

the weights are equal.

The essential point in the discussion was that g was regarded as
independent of ql and qo. If g’is an approximation to, say, their

average %(ql+q0) the situation changes qualitatively.

Let us again use (10) but define now

k

1 0 k 1,1, 0, .-
(16) q; = h(gj,qy) = 10 INT [5(q;+q;)10 ™1

where k is the unique integer for which %(qi+qg)lo_k€ [10, 100)
and INT(x) is the greatest integer m for which m < x,

1,1, 0 1,1, 0 i
Now q;< i(qifqi) but q; falls short of 7(qi+qi) by less than 10 %

and its values are integers 10,11,...,99 multiplied by lOk.

So the representation of this Pé reads
1 0 1 0 1 1 0 0 1 0
(17) £(p"yp ,a,q) = Ip;h(q;,q;)/Epsh(qj,q;) -

This f satisfies A but is not a continuous function of ql and qo.
Partly for this reason we did not include continuity in our list

of basic properties. However, although (17) almost satisfies the unit of
measurement test it does not satisfy it exactly. Change, for
instance, only the unit of a, so that qt changes to q?/x and

pt to Ap? (k = 0;1). The only *terms affected are

1
(18) - prh(a},a))» Apsh(ai/A, o/, k= 0,1
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Unfortunately these depend on A, because Apt increases continuously
with A but h(qi/l, qg/k) decreases only stepwise. Therefore (17)
does not qualify for a price index in our system. Anyhow (17) is

always a good approximation to a good price index formula

(19) Pé = pl'(ql+q°)/p°'(ql+q0) .

We thus propose to regard (17) as a good approximation to a good
index formula, not as a good index formula. These complications should

show how strong such qualitative properties as A and B prove to be.

The unit of measurement test is presented in Fisher (1922) p. 420

under the head of commensurability:

"An index number of prices should be unaffected by
changing any unit of measurement of prices and quantities.

This test eliminates all the "ratios of averages" as shown
in Appendix III and also Formula 51 in our numbered series,
together with those derived from, or dependent on 51,

viz. 52 and 521. All the other formulae obey this test,
which may be considered of fundamental importance in

the theory of index numbers."

Here Fisher fails to note that Lowe’s formula (10), i.e. his
formula 9051, does not satisfy the unit of measurement test.

Examples of the "ratios of averages" considered by Fisher on

p. 451-457 include, e.g., the simpl Lolle B ool 0
g e simple averages ani/ani = Zpi/Zpi,
1/n 1/n 1/
0 1 1 0 1,0 n
T(1/p)/x(1/py) » (py)  /(Tpy) = (I(p;/P;)) '

of which the last is an "average of ratios" as well and thus

gualifies (in this respect) for a price index formula.

Of the weighted averages, e.qg.,

Zq%pl Zq9p9 Zq%p% Zq}
) g o _ % i

(20) 1 / 0 - 0 0 0 ’
1) Iq;  Ta;py T4y
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does not satisfy this test but in

01 0 0 0_1
(21) i LU (LR )
g0 0 3200

i 93 ey

the sum of old guantities cancels out and this removes all traces
of incommensurability, Fisher (1922) p. 455. Fisher discusses on
p. 456 the cases where averages of prices (e.g., 20) can properly

be used:

"The only cases in which it is really justifiable to use
the genuine method of taking the ratio of averages is
where the units are really or nearly commensurable. Thus,
it is entirely legitimate to obtain the index number of
various quotations of one special kind of commodity, such
as salt, by taking the average of its prices in different
markets. In such a case the precaution, so essential in the
previous examples, of forcibly altering numerator to suit
denominator, or vice versa, does not need to be taken.

The true average for each year can be taken independently
of the other vyears. Another case is where the commodities
are of one general group, such as kinds of coffee or fuels,
e.g. coal and coke where the same unit, such as the ton,

is used for all so that there is no danger of changing one
without, at the same time, changing the others equally.

The most interesting practical examples, however, are the
average wage of different but similar kinds of labor and
the average price of different but similar kinds of
securities, in which cases the objection of incommen-
surability applies but not very strongly. In the stock
market the average price of stocks is taken, the "common
unit", if it may be so called, being the 'par value'."

Fisher thus argues that, e.g., (20) is a proper index number

formula if "the units are really or nearly commensurable". This

is the central problem of the quality changes, which cannot be
pushed aside as easily as Fisher does. We cannot approve (20)

as a proper price index (in our axiomatic system), but it may offer
a good approximation to proper price indices under some

circumstances. Without attempting a satisfactory treatment



65

of these most interesting and difficult problems we want to make

the following remarks. Let us imagine that the commodities

 RARRTL for which the 'price index' (20) has been calculated are
various kinds of coke of, say, SITC subgroup 321.8 as in our imports
example in chapter 7. Their quantities ql,...;qn are measured

in tons, so that (20) is the ratio of new and old average unit
values per ton or, equivalently, the value ratio divided by total
new and old quantities expressed in tons. If (20) is accepted

as a price index, this means that the ratio of the new and old total
quantities in tonmns,

0

(22) Zqi/Zqi

r

should be accepted as a proper quantity index corresponding to it.

It is easier and more natural to discuss the merits and dismerits

of the 'quantity index' (22) than those of the 'price index' (20).

If coke were perfecfly homogeneous material then there would not

exist any aggregation problems and (22) would be the proper

quantity relative for coke. If the prices of these 'various kinds'
1 1 0

. . 0 :
of coke, ays.-.sa,, are identical, P = pj and p; = pj for all i

practical reasons. In this case we have

1,.0 11, 01 1,1,0, 1
(23) Iqj/Iq; = IQ;p;/Tq;pP] = a4 P /q ‘P

because pi = p% for all i and j and similarly

1, 0 10,,00_ 1 0,0 0
(24) *q;/*q; = Iq;P;/¥q;P; = 4 *P /q °P
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if pg = pg for all i and j. Thus if various kinds of coke are

1) which should be reflected in

perfectly homogeneous in their quality
such a way that their prices are equal, then (22) would equal both
Paasche's and Laspeyres' quantity indices (or in fact any reasonable

quantity index: we have no index problem in this case).

If the old (or new) prices for various kinds of coke differ only
little because of minor quality changes or for other reasons,
then (23) or (24) are true only approximately. Their right hand
sides continue to be proper quantity indices, but their calcula-
tion would be actually futile, because (22) would give
practically the same results. The situation changes drastically
if the units of measurement of some a;:s are changed to say
kilograms and others are kept unchanged. Then the terms of (22)
are empirically meaningless sums of numbers expressing quantities
of a; in tons or kilograms. Equations (23) and (24) are no
longer even approximately true, while their right hand sides remain
unchanged because Paasche's and Laspeyres' indices satisfy the

unit of measurement test.

1) We do not discuss the problems caused by, e.g., regional differences
in prices.
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Our analysis is completely different to that of Samuelson and

Swamy (1974) p. 571, who claim that "the literature, from Fisher
on, including Samuelson (1967, p. 25) and Swamyl) (1965, p. 620),
is inadequate on the dimensional invariance test". They appeal to

dimensional analysis and require that appropriate dimensional
constants be added to price and quantity indices. But

this means that, if the units of measurement in the variables

pl,po,ql,q0 are changed , the index function f should be changed
accordingly. As they admit, "once one has introduced the appropriate
dimensional constants, we impose thereby no restrictions on the
functional form of the index number." Their analysis (containing

a bad misprint in the example they give) is inmy opinion unsatisfactory.
Why not write the 'dimensional constants' explicitly in the |
functional form of the index number, so as to get a function
satisfying our unit of measurement test? What is the use of their

'test' which is satisfied by any index number formula?

Thus we see that great precision is needed in formulating these
'common sense' requirements. We otherwise easily find 'common sense'

in connections where it is apparently lacking, €.9. unsensible use of (22}

is either approved or ruled out from considerations as Samuelson

and Swamy (1974) do.

1) Swamy (1965) considers only the case X
has also noted, this being inmy opinion
treatment.

-+ .=\, as Eichhorn (1976)

1Ehe inadequacy of Swamy's
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The monetary unit test is here expressed as a symmetrical property
although a change in the monetary unit in fact changes only
prices while quantities remain unaffected. The natural interpre-

tation of C is in the case of aprice index P(cpl,cpo,ql,qo) -

1

il
P(p ,po,q ,qo) and in the case of a quantity index Q(ql,qo,dpl,dpo)=

Q(ql,qo,pl,po). Both these special cases of C could have been

represented (in our axiomatics, which includes the unit of measurement

test B) in the following equivalent form

0 1 0
1,y )€1R4n: f(mxl,mxo,y Y ) = f(xllxolyllyo)‘

1 .0
el VmE]R+: V(X ,x ,y +

For, according to B, by setting )‘l="'=)‘n = 1/d4 .we have
(25) £(xl/a,x%a,ayt,ay") = £t %0, vt v0)

and using C' and inserting m = cd we get

0

(26) £ (oxt,ex?,ayt,ay®) = £(xt/a,x%4,ayt,ay") = £t %0, vt v .

This implies our original C.
We have chosen very weak forms of the proportionality and identity tests
for our axiomatics. Usually stronger forms are introduced; e.qg.,

Fisher (1922) p. 420 formulates his proportionality test as follows:

"An index number of prices should agree with the price
relatives if those agree with each other."

"The test of proportionality is really a definition of an
average. It is fulfilled among the primary formulae by all
the odd numbered formulae. But none of the even numbered
formulae fulfill it (except Laspeyres' and Paasche's,
which are also odd numbered) ."

Fisher's proportionality test is much stronger than ours as it

requires that f(kxo,xo,yl,yo) = k for all yl and yo. These other

proportionality tests will be presented here as desiderata.
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The identity test is not explicitly presented in Fisher (1922),

but it follows in a strong form

i 4n

,yo)ElH_ : f(xo,xo,yl,yo) =1

1
(27) v(x ,xo,y
from Fisher's proportionality test. The identity test is explicitly

mentioned by Frisch (1936) as Pg = 1 (in our notation),

’

which obviously means a very weak form
1 0 0.0 0
(28) v(x ,xo,yl,y )EIRin : fix ,x ,yo,y ) =1

This is implied, e.g., by our proportionality test D. Our formulation
E is slightly stronger and it will guarantee some useful properties

for the collection ¥ of all index number formulas f. Both D and E

are implied by the following proportionality testl)

(29) Vkenﬂ': Vmenf_: V(xl,xo,yl,yo)€1Rin . f(kxo,xo,myo,yo) =k ,

which we shall, however, present as a desideratum. Note that even

the identify test (28) is violated by some functions regarded some-

times as index number formulas. Calculate the price change Eé via

a third point as p%-P§ using Paasche's index: p%=(p3-q3/p0-q3)-

(pl-ql/p3-ql). This is not equal to one although p0=pl and ql=q0

as required by (28). In the same way we can show that, e.d., thechain

index 53=P3Pi need not be unity although p2=p0 and q2=q0.

1) This is proposed by Y. Vartia (1976a). Eichhorn (1976) p. 255
mentioned a similar proportionality test, where in addition k = m.
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Next we investigate some closure properties of our collection
F of all index number formulas satisfying our definition. Let
1

f€F. Then f(pl’,po,q ,q0)=Pé is a price index formula. If prices

and quantities are interchanged we get a quantity index
Q(ll=f(ql,qo,pl,p0) calculated from the same formula. We have

formulated our axions so as to apply both to price and
quantity index formulas. Therefore, e.g., themonetary unit test
was formulated symmetrically in x:s and y:s.

In fact our system of indices is constructed so that

any of our formulas f€F is applicable both as aprice and a quantity
index formula. The 'J'.mportant arguments' in f(xl,xo,yl,yo) are
the first ones, here the x:s, which determine the main properties

of the index number formula.If we take an f€F and define a function

E:Rin»IR+ such that f(xl,xo,yl’yo) = f(yl,yo,xl,xo) , then f¢F.
This function f is not an index number formula, because

0

f(kxo,xo,yo,yo) = 1 and not k and f(xo,x ,myo,yo) = k and not 1

as they should be according to D and E.

But if we divide the wvalue ratio pl-ql/po-q0 by the gquantity

Orpl,pO) we get a new function

index Qé = £(ql,q

- 0 1 1 1,0 0 1 0 1.0
(30) f(pl,p e ,qo) = (prq/p -qa)/f(q ,a ,p /P )

which should qualify for a price index formula. Fisher (1922)

p. 125 calls this formula the factor antithesis of f. The procedure

(30) applies to quantities in the same way as to prices and the same

function £ is defined.
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An essential feature in our axiomatics is that F is closed
under the operation of calculating (defining) a factor anti-

thesis of a formula:

4n

Theorem 1. Let f€F and define a function f:]R+

-'IR+ as follows:

1.1,0.0
1 =,.1 0 0 yT/x -
lyo)emin: f(x",x :Yl.Y )= X T ox ly 0 .
£(y /Y X ,x7)

(31) V(xl,xo,y

Then f€F. (This index number formula f is the factor antithesis

of f£.)

Proof: As already stated, T is defined in IR_?_n and is a real
valued and positive function, because it is a ratio of such

functions. We have to show that f satisfies the properties A-E.

A. xl.yl/xo.yo and f(yl,yo,xl,xo) satisfy the commodity

reversal test and thus their ratio is independent of

the permutation of the argument vectors xl,xo,yl,yo.

B-C. A change of units leaves xl-yl/xo-yo, f(yl,yo,xl,xo)

and, thus, their ratio invariant.

D. Let kEIR+ and (xl,xo,yl,yo) €R [ . Then

- 0 0 0 0 0,0 O
f(kxo,xo,yoyy ) = (kx ~y°/x -yo)/f(y 'Y Jkx,x7)

‘4n
+

/£ (y%, v, kx%,x%) .

We see that E(kxo,xo,yo,yo) = k if andonly if

f(yo,yo,kxo,xo) =1,
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(This is precisely the reason why we have added the weak
identity test E to the basic properties, cf.
Y. Vartia (1974).) The property E is the weakest identity

test which guarantees that f satisfies D.

4n

Es Let k€R _ and (xl,xo,yl,yoleli+ . Then
?(xo,xo.kyoryo) = (kxo-yo/xo-yo)/f(kyo,yo.xo,xo)
=k / k=1,
because f(kyo,yo,xo,xo) = k according to E. E]

Corollary: The weak factor reversal test.
veer: 3ker: v(x ,x’, vty er (P

0 = 0
£ (xlrx :Ylnyo) f (Yl:Y rxl

,xo) = xl.yl/xo.yo.

This (or something similar to it) is sometimes called the product test
see Torngvist (1974) and Eichhorn (1976). Usually the meaning

of the weak factor reversal test as a test or a criterion for
index numbers is unclear. For instance, Diewert (1976b,p. 115)

uses the equation P%Qé =Vl/V0 merely as a means of defining

a quantity index (or just a function) Qé when Pé is given.

This kind of equation is not a test. We have formulated

the weak factor reversal test as a test for the collection F

of index number formulas.

If we change the time periods in a price index formula

Pé = f(pl.po.ql,qo) we get a price index 92 = f(po,pl,qo.ql)

measuring the relative price change from t1 to to. By taking
the reciprocal of this number, 1/Pg = 1/f(p0,pl,q1,q0),

a new function f is defined
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= 1 a
(32) f(p :POICI q ) = 1/f(PO,pqul,qol.
which should qualify for a price index formula measuring

the relative price change from to to tl. This function f is

called by Fisher (1922) p. 118 the time antithesis of the

original formula f£. The procedure applies toquantities as well.
In our axiomatics the time antithesis of any formula f€F

qualifies for an index number formula.
Theorem 2. Let f€F and define a function f: IRin-»]R_'_ as follows:

= 1 1
(33) vixh,x% vty em it Ext 20,y v%) = 176601t y0 v h

Then f€F. (This index number formula f is the time antithesis

of £.)

Proof: There is no difficulty to show that f satisfies the properties

A=Cs

D Let kt:-_’IR_P and (xl,xo,yl,yOIEIRin. Then

-0 0 0 0 0
Fkx xy0y®) = 1/£x%,xx°,v%,v%)
l/f(% zo,zo,yo,yo), where z~ = kx

” 1
= 1/(k) , from D
k

The proof for property E is similar. D
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Our theorems 1 and 2 allow us to use the time or factor antithesis
of any of our formulas f€F because these are index number
formulas in our system. The following theorem shows that every
mean K(fl’fz) of index number formulas fl and f2 is itself an

o) A2
index number formula:

Theorem 3. Let fl €F and fZEF. Then K(fl,fz) €F where K(x,Vy)

is a mean of positive real numbers x and y.

Proof: A mean K(x,y) of positive real numbers is a function

K:IRi-»IR+ having the properties
2 .
A. V(x,y)€]R+: min (x,y)< K(x,y) < max(x,y).
B. K is a continuous function
Cs VaE]R+: V(x,y)EIRf_: K(ax,ay) = akK(x,y) .
2 _
D V(x,y)€]R+: K(x,y) = K(y,x).

Let fl and f., be index number formulas and K any mean defined

2
Sy 1 0. 1 0 4n
(at least) for positive x and y. Let kEIR+ and (x,x ,¥ .,y )€'.IR+ .
Then the tests A-C are clearly satisfied. The testD is satisfied
0
because, if fl(kxo,xo,yo,y ) = k and fz(kxo,xo,yo,yo) =k, then
their mean K(fl,fz) = k because of A. The proof for the weak identity

test is similar. D
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Fisher uses particularly the geometric mean G(X,¥) = &y to rectify
his formulas f with their time or factor antitheses, see Fisher
(1922) p. 136. The reason for using the geometric mean in
averaging, instead of, e.g., the arithmetic or harmonic mean, is that
the geometric mean of £ and f, which are time (factor) antitheses!

of each other, always satisfies the time (factor) reversal test.

We proceed to formulate these and other desiderata which a good

index number formula ought to satisfy.

3.3. Desiderata concerning index number formulas

Desideratum 1. The time reversal testl):

(34) V(xl,xo,yl,yO)EHRin: f(xo,xl,yo,yl) = l/f(xl,xo,yl,yo).
This means that if the time periods are interchanged the index
changes into its resiprocal, which is a property of price and
quantity relatives. In other words an index number formula f
ought to equal its time antithesis f. If the periods are treated
asymmetrically as, e.g., in Laspeyres' price index formula

1 1 0 1 0,0 0O
(35) f(p ,po,q /a) =p q/p *q

the time reversal test is not satisfied.

1) Also called the point reversal test, Frisch (1936); and the
inversion criterion, Tdrngvist (1935, 1974).



76

Desideratum 2. The factor reversal test:

(36) V(xl,xo,yl,YO)EIiin: f(xl,xo,yl,yo)'f(yl,yo,xl,xo)=xl-y1/x0-yo.

This corresponds to Tdrngvist's (1974) multiplication and symmetry

criteria. Written in prices and quantities this reads
1 0 1 o0 1 0 1 _0 1 1,0
(37) f(pmyp /a,9)f(q /9 PP ) =P cq /P 'qo-

Here f(pl,po,ql,qo) = Pé is a price index calculated from formula

f, and f(qlpqolpl,po) = Qg)-

same formula f. The factor reversal test says that the product of these two,

PéQé, should be the value ratio pl-ql/po-qo. In other words an

is a quantity index calculated from the

index number formula f should equal its factor antithesis £.

Fisher's method of 'rectifying' formulas is based on the following

theorems.

Theorem 4. Let fl €F and El be its time antithesis. Then

flfl €F and satisfies the time reversal test.

Proof: f, €F by theorem 2 and Vflfl €F by theorem 3. Denote

£, = Vi, T .

171

7

: 1
0 0.1 0 _.1,,2
Then fz(xl,x ,yl,yo) = [fl(xl,xolylryo)/fl(x XY Y )10,
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The time antithesis of f2 is by definition

0 1 1

= 4 1.0 0
£, (xhx vty = /6, (x,xt,y0 yh

1
0.1 0 1 2
1/0e; (0 xt 0yt /e a0 vty

1 0.1 0
£o(x,x7,¥y7,y)

Therefore f the time antithesis of f2, equals fz,whyﬂ1means

2I
that f2 satisfies the time reversal test. []

Theorem 5. Let fl €F and El be its factor antithesis. Then
flfl €F and satisfies the factor reversal test. Theorem 5 is

proved in the same way as theorem 4.

The best index number formulas - e.g., Fisher's ideal
index, the index suggested by Stuvel (1957) and our new indices -

satisfy both time and factor reversal tests.

In the case of the next desideratum we have several alternatives.
We have already included the weak'proportionality test D in our
definition of the index number formula. Here we add some stronger
formulations of this test, which Fisher (1922) p. 420 states in
the case of price index as follows: "An index number of prices
should agree with the price relatives if those agree with each

other".
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Desiderata 3. Proportionality tests:

PT1: f(kxo,xo,yo,yo) =k
PT2: f(kxo,xo,myo,yo) =k
PT3: f(kxo,xo,yl.yol =k
_ £ext,x%,v0 90
P4 1.0 .00, =~k
BT % ¥ 5 )
1l o 0.0
B f(k:lt ,g Sl L= i
£lx" % oY +X )
1.0 1 0
PT6: floce v oy ) o
f(x X Y % )
PT7: f(kxllxolmyllyo) =k
: I 0 I 0
£ 3% Y oX )
1.0.2 0
prg:vylemy: IURX X ¥ g ) -y
5 G G A )]

These statements shall be valid for all positive k and m and

for all (xl,xorylryo)en‘in'

These are only some of the most interesting possibilities. Here

PT1 is our weak proportionality test D. PT2 implies PT1 and the
weak identity test E in our definition of the index number

formula. It is easily seen that PT3=PT2=PT1 and PT7=PT6=PT5=PT4=PTl.
Also, PT5 implies PT2 but not PT3 as may be shown by counter-

examples. Neither does PT4 imply PT3. We shall not investigate
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these interesting problems here but only point out, without proofs,
that Laspeyres' formula satisfies all these proportionality
criteria, Paasche's, Fisher's and Vartia II formulas satisfy
all of them up to PT7, Stuvel's formula satisfies PT1~-PT3 but Vartia

Index I satisfies only PT1 and PT2, see Y. Vartia (1976a).

Note that, e.g., Td6rngvist (1973, 1974) gave the very strong version PT 8.

*
The Economic Quantity Index Q(ql,qo; p ) defined in chapter
2 satisfies Q(kqo,qo; p*)= k only in the homothetic case when
prices and quantities change proportionately together. This

corresponds to PT2 as written for quantity: indices:

(38) VKER ,: VMER _ : V(ql,qo,pl,po)ElRin:
1
ql=kq0&pl=mp =9Q0=k.
P Q 0 *
If PT3 is interpreted to mean that Q(kg , 93 p) =k for

any two equilibrium situations (po,qo) and (pl,kqo), then it is

not satisfied, see Samuelson and Swamy (1974) . The Economic

, 1. 0 * e 1.0 _*
Price Index P(p ,p 7 9 ) always satisfieseven P(kp ,p ;q ) =

*
kP(Pl:PO= g ), which corresponds to PT8.

Taking two price indices P(2J and Pt and dividing them we get
a comparison between the prices p2 and pl: 13i = PS/P%. The base
test says that this should be independent of the data from the
base period tO' see Eichhorn (1976). In addition, however,

we impose the natural requirement that Pé/Pé should be a priée

index formula:
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Desideratum 4. The base test:

Let feF. This f satisfies the base test if and only if

(39) Ifer: V(xo,yo)enzfn: V(xl,yl)enzfnz V(xz,yz)enzf“:

2 0.2 0 1 1 0 - 2 2
fF(x",x",vy", vy )/f(x ,xo,y Y ) = E(x ,xl.y ,yl)-

This is a very strong requirement, which, e.g., implies by

inserting y2=y1 and x2=kxl

f(kxl.xopyl,yo)

(40)
f(xl,xo,yl,yo)

=k

or PT6 for f. The best descriptive index number formulas do not
satisfy this test. In practise formulas using constant weights, such
as pl = pl-q/po-q and logPl = Zc.log(p%/p?), Zc.=1, seem to be

0 0 i h i i
of the type satisfying (39) . As we have shown, however, they

do not satisfy the unit of measurement and commodity reversal

tests and are therefore no d.c. index number formulas.

The base test as well as all the proportionality tests are

weaker than the next desideratum , which especially some index
theorists starting from the economic approach regard as highly important
see Samuelson and Swamy (1974) p. 575-6. In their opinion "the
circular test is as required as is the property of transitivity
itself". Fisher, however, dropped this circular property from

his list of desirable properties of index numbers, as

already stated in chapter 2.
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Desideratum 5. The circular test:

(41) V(xo,yo)Eﬂiin: V(xl,yl)EB!in: V(xz,yzleniin:

0.2 0 1 0
f(XZIX Y Yy ) = E(xT,x :eryo) . f(lexlryzlyl)-

This test is sometimes called the chain criterion and presented

simply as P2 = Ple

0 of1 for price indices.

The best index number formulas fail to meet this desideratum,
this being because the shares wi(t) will change over time.

To circumwent this problem the chain method to be described

in the next chapter may be used. The suggested solution is that
the direct comparison t0->t2 should not be made at all but, instead,
the price change 53 should be computed with the aid of the partial
component comparisons Pé and Pf, by chaining the price indices

and defining 53 = PéPi. This works in time series where we have

a definite ordering between the periods. The length of the

consecutive periods has, however, an effect on the results.

This solution is at variance with the one suggested by Fisher,
who was of the opinion that a cost-of-living index, for instance,
should always be computed using a base method: the cost of
living in any one year should invariably be compared with the
cost of living in the base year. As a matter of fact, this

procedure is being applied in almost all countries of the world.
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Yet, rather than being interested to know how the cost of

living in a particular year relates to that of the base year

we are usually interested in, for instance, the year-on-year
changes in the cost of living. If the chain method is used,

the movement of the cost of living will be determined precisely
on the basis of these changes. It is to be expected that
increasing acquaintance with the problems of index number
calculations will be accompanied with an increasingly widespread
use of the chain method. An elegant justification of the chain
method is provided by Divisia-Tdrngvist's integral formula to be

presented in chapter 5.

The determinateness test is formulated by Fisher (1922) p. 420
as follows: "An index number of prices should not be rendered
zero, infinity or undeterminate by an individual price becoming
zero". Frisch (1936) formulated it analogously but demanded

more: "... by an individual price or quantity becoming zero".

Swamy (1965) p. 620 innocently demanded even more: "If any
argument in f(pl,po,ql,qo) becomes zero or infinite, then £

must not vanish, become infinite, or become indeterminate". (Here
we have used our notation for the price index formula). A similar
formulation was used by Samuelson and Swamy (1974) p. 572, but they
"do not like this test" as Eichhorn (1976) notes. Swamy's
requirement that even an infinite price or quantity should

not affect Pé

Paasche's and Fisher's indices, for instance, do not satisfy Swamy's

badly seems inappropriate. E.g. Laspeyres',

requirement! Perhaps Swamy had the price or quantity relatives in mind?
We adopt Eichhorn's (1976) rather weak formulation, which

is stronger, however, than Fisher's original formulation.
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Desideratum 6. The determinateness test:

If any scalar argument in f(xl,xo,yl,yol tends to zero, then

f(xl,xo,yl,yo) tends to a unique positive real number.

This is satisfied by, e.g., Laspeyres', Paasche's, Fisher's,
Stuvel's and Vartia I and II indices, but T&rngvist's index
does not satisfy it. The Economic Index Numbers also sometimes

violate this criterion.

We should have at least two commodities in order to impose this crite-
rion: its idea is that one (or a few!) exceptional commodities ought
not influence the price index 'too much'. It is difficult to
formulate this fully satisfactorily because it is a kind of common
sense requirement, see Y. Vartia (1976a). We return to this
problem in chapter 6 in a more concrete situation, where we
investigate whether a formula reacts qualitatively correctly to

extreme price and quantity changes.

Next the price index formula f(pl,po,ql,qo) will be written
in another form, which reveals that it depens exclusively on

the price and quantity ratios pi/pg, qi/qg and the value shares
0 _.0,,0 ;
w, = vi/V . The same applies to the quantity index formula

0 1
£(g*,q”,p ,p%) because of symmetry.

It will first be noted that the 4n .numbers

1 0
(42) P+ Py q%, q9 i=1,2,...,n

and the 4n+l numbers
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1., 0 1,.0 0 0 0 :
(43) pi/pl, qi/qir Wi:qi, v d: = l,2,...,n

determine each other uniquely. In the latter set of data we
need, in addition, e.g. the o0ld total value Vo = ng as only
n-1 of the value shares are mutually independent. We may thus
write

1 0 1 0 -.1,0 1,0 0 0 .0;.
(44) £(p",p ,q,9) = a(p;/P;,q;/q; W9,V |1 =1,...,n).
By virtue of the unit of measurement test, § does not depend
on the qg:s, which may all be put equal to unity, say, without
affecting the other arguments of g. Furthermore, by the
monetary unit test, a does not depend on Vo. It has thus been

shown that any price index formula can always be written in

the form
0 :
(45) £,p%,at,q") = g(pi/pi,qi/qg. wili=1,...,n).

In this expression all the arguments indicated are needed,
n+n+(n-1)=3n-1 of them being independent of one another. From
(45), a price index formula must not depend on anything but
the price relatives, the quantity relatives and the old value
shares, and of course, on magnitudes that can be computed with
the aid of them. The following magnitudes, for example, may be

determined by means of the arguments of g:

. 1,0 _ 1,0 1,.0
(46) the value ratios Vi/vi = (Pi/pi)(qi/qil
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0
i

=5
<
Il

(47) the ratios A (vi/vg)w

(48) the total value ratio Z(Vi/Vo)

<

~

<
I

(49) the new value shares wi = wg(vo/vl)(vi/vg).

It is shown by straight calculation that the price relatives
1

pi/pg, value shares wy and wg and the total value ratio Vl/Vo

determine the arguments of g in (45) and vice versa. Therefore

(50) vie€EF: 3Jp: ¢ is a function from Ilin—l to Il+:
1 0 1 o 1,0 1 0 .
£(p7/p 1q 9 ) = (D(Pi/Pi: wi'wi’ Vl/voll = 1l,ee.4n).

By interchanging prices and quantities any quantity index
formula has the representation

1 0 0 1 0
(51) f(qa”,q .Pl.p y = w(qi/q(i]. Wi, w(i), vi/v \i =1,...,n).

The function ¢ satisfies the analogs of the commodity reversal
test A, the proportionality test D and the identity test E,
the formulation of which is straightforward. We will call ¢

an index number formula as well.

In consequence, any price and quantity index formulas may be
expressed in terms of the arguments of ¢ indicated in (50)

and (51). It should be noted that the magnitudes given in them
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are dimensionless numbers independent of the monetary unit

used in valuing the commodities a; or the units of measurement

used to express their amounts.

)

Thus far, only the general relativity or covariance princi}gle1

of scientific theories has been applied here, a principle that
Albert Einstein formulated for physics as follows: "The laws
of physics should be expressed by means of equations that are

invariant under any transformation of the space-time coordinates".

For example, Paasche's price index depends exclusively on the

magnitudes involved in (50):

1 1
. -1
(52) 25—9T = l/XWi(pi/pg) 4

p -q

This is also how Paasche's index is usually computed.

The desiderata 1-6 put forward above relate to the properties
of index numbers in pair comparisons tO--ttl and in combinations
of pair comparisons, in which only one and the same, given

set of commodities A = {al,az,...,an} is dealt with throughout.

The desideratum that the index numbers be consistent in

aggregation is one that has more rarely been considered, and

it has to do with the partitionZ) Al,...,A of the commodity

K

1) Laurikainen (1968) pp. 58-66.

make up a partition of the set A if and

2) Sets Al;...,A
K
only if A =k£1 Ak and i#j = AinAj = 4.

K
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set A and the properties of the index numbers computed for the
various subsets Ak' In order for us to be able to formulate
this desideratum, which is mathematically somewhat more
complicated than those considered above, somewhat greater

notational precision is necessary.

Initially, however, the desideratum concerned will be described.

One way of computing the value of, say, a quantity index for a
given commodity set A is to do this in two stages. First, the
subgroup quantity indices may be evaluated for each subset Ak
of the partition Al,...AK of the commodity set using the index
number formula f chosen. Following this, a total quantity index
will be computed from these subgroup indices, by employing the

same index number formula.

An index formula is consistent in aggregation if the value of
the index as computed via such intermediate stages necessarily
coincides with the value obtained by applying the same index

number formula directly to the total commodity set A.

The practical idea behind the consistency in aggregation is

to simplify the computation of the total qguantity index and

to provide at the same time a set of subindices which determine
the total index. The concept of 'consistent aggregation' used

by Theil (1967) p. 159 differs from our concept in

that Theil's 'partial index' for Ak is not restricted to be

a function of the subset data only but depends in a complicated

manner on the total value shares w, = Vi/v and not only on Vi/vk'
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It seems to me that Theil's 'consistent aggregation' is not

a property of an index number formula but a method of aggregation.

Should we be smart enough, any formula whatever could be aggregated

consistently in this way. We return to these questions in chapter 6.

Figure 1. A partition Al,...,AK of the set A

In order to avoid confusion with some former concepts of
consistency in aggregation, this desi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>