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PREFACE

It has been a valuable experience working on the short-term

forecasting project of the Research Institute of the Finnish

Economy, and I would like to express my sincere gratitude to

the other members of the group: Mr Heikki Hamalainen and

Mr Yrjo Vartia. Without their co-operation and help, this

study would not have been completed. Mr Hamalainen, the leader

of the group, is constructing a more extensive forecasting

framework of which this model will be only a part. Mr Y.Vartia

is studying the stochastic specification and estimation of the

model.

The Research Institute of the Finnish Economy has provided

a stimulating atmosphere and also the practical facilities

for this work. I wish to express my thanks to the successive

directors of the Institute for the support they have given

during the execution of the work. Special thanks are due to

Prof. Meinander who sired short-term forecasting in RIFE and

who suggested the construction of an econometric model.

Prof. Molander gave useful advice when first experiments in

actual forecasting situations with the model were carried out.
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Dr Larna's encouragement and interest decisively furthered

the completion of the report. Many other persons have given

me valuable help. Of them I should particularly mention

Mr Pekka He~lila; Mr Heikki Lehtimaki, Mrs Sinikka Salo,

Mr Heikki Vajanne, Mr Seppo Wallenius, Mr Martti \rerho and

Mrs Arja Vaisanen-Veilahti who have been connected for shorter

or longer periods with the project and who have done much of

the concrete work and made numerous valuable comments. ~1r

Vajanne has been responsible for most of the programming work

which is so essential for a project of this kind.

~ stay of three months at the Dutch Central Planning Bureau

in the Hague was an important step forward in the construction

of ilie model and I owe a debt of gratitude to all the me~~ers

of the Bureau, especially Mr Jan Hoogland, Mr Jan Kooyman,

Mr J.J. Post and Mr Antoine Schwartz who guided me through the

wonderlands of model construction and gave me good advice on

the specification of a number of different equations. The

visits which Mr Kooyman and Mr Schwartz paid to our institute

were also very valuable.

I also want to thank all the persons at the Bank of Finland

and ilie University of Helsinki with whom I have discussed both

general and specific aspects of model construction. Dr Pertti

Kukkonen and Prof. Pentti Poyhonen have acted as official

examiners of the work and provided constructive criticism and

valuable advice. I am particularly greatful to Prof. Poyhonen

whose encouragement has helped me to complete this study.



Discussions with Prof. Leo Tornqvist and with participants

in his seminars have also been of great help. Mr Gavin

Bingham, whose advice was most valuable on a number of points,

read through the study and removed some of the infelicities

in my phrasing. ~1r Juhani Hirvonen, Mr Heikki Loikkanen and

Dr Timo Terasvirta read the manuscript and suggested several

valuable improvements and corrections.

I am also extremely grateful to my wife and friends who have

been kind and wise enough to provide me with much needed

distraction and who have tolerated my one-sided interests.

Miss Ann-Christine Ekebohm, Mrs Leena Konttinen and Mrs Arja

Selvinen typed the text skillfully and rapidly and put their

practised hands to drawing the figures.

None of those who have helped me bear any of the responsibility

for the remaining errors and shortcomings of this study.

Finally, I wish to thank the Yrj~ Jahnsson Foundation for the

financial support which it granted me in the course of work

on this project.

Vaajakoski, August 1974
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1. INTRODUCTION

13

It seems to be generally accepted that an econometric model,

suitably applied, is an important tool in analyzing and

forecasting economic phenomena. When the Research Institute

of the Finnish Economy (RIFE) decided to start preparing

short-term forecasts in the autumn of 1970, it was thus

thought advisable to construct a short-term econometric model!).

This study presents some of the results of the work done since

spring 1971. The model is by no means finished. Models never

are. However, since its different versions have already

been used fqr some time to help forecast events and analyze

economic policy, a report seems necessary.

Actually, it is impossible to avoid using a model. All sound

economic reasoning must be based on models in the wide sense,

explicit or implicit. It is well known that explicitly

formulated models have significant advantages over implicit

models. Most of these are connected with the fact that

empirical data and statistical methods can be used more

efficiently. Moreover, because both good and bad decisions

are made, every effort should be made to improve not merely

the decisions themselves, but also the decision making process.

1) The framework for forecasting and the model were outlined
in Hamalainen [1971].
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Explicit models allow us to investigate the activities of

decision makers. Use of implicit models gives the decision

maker a chance to escape responsibility since no one can

analyze just for what reasons a particular decision was

taken. Basically erroneous models are often patched up with

ad hoc explanations and in this way many of the inadequacies

of the model can be overcome.

On the other hand, there is no reason to help spread some of

the myths about model building. The chain of "better" and

more sophisticated models may be seen as consecutive

approximations of reality. Even though an empir±cal model

is a simplification of reality, it may be sufficient for

certain purposes. Whether it is or not, depends on the

relationship between the model, the purpose and reality. As

far as I know, the theory of relativity was not needed to

fly man to the moon, for Newtonian mechanics was an adequate

approximation.

The differences between intuitive reasoning and formali.zed

models are often exaggerated. This may be due to fact that

some economists, who are afraid of mathematical methods and

some econometricians who have been educated in the "Fisherian"

tradition of mathematical statistics, find it difficult to

combine personal judgment and an econometric model. But if

we consider our model as a "play process" mirroring the

"real process", it is only common sense to modify an

approximate first attempt if some better alternative is
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found. Flexible use of different kinds of information ­

expert opinions, knowledge of changes in relationships,

monthly data, investment inquiries, intuitive allowance for

some unusual developments, etc. - is also possible with

explicit models. We are never strictly bound to the results

given by the first run of some mechanical procedure, for

there are many methods for manipulating the model solutions

towards the desired values. Use of these methods, of course,

makes models less "objective" and requires clear explanation

and justification. Special attention to these questions is

given in Chapter 6. which deals with methods of solution.

A model can be seen as a tool. The choice of the appropriate

tool allows us to get at the most interesting aspects of a

particular problem. In table 1.1. I have reproduced the

aggregate balance of resources and expenditure as it

appeared in "Economic Prospects in Finland" published by

RIFE in May 1974. The focus of the present study is the

short-run development of the variables making up this

balance, and some other variables closely related to these.

When linked together, they form one possible complete set

of equations for the demand oriented analysis of business

cycles on a macro level.

The model is thus essentially of a macro character and can

be classified as a "small model". This is, of course, partly

due to limited resources, but can also be taken to express

our views on the relative merits of models of different



16

sizes. Different problems require different models, but it

would seem more reasonable to start with a few behavioural

equations and then enlarge the model as needed than to start

directly with a complicated system of interdependencies.

Table 1.1. Aggregate balance of resources and expenditure

1973-1975

Ennuste vuodelle 1974 Ennuste vuodelle 1975
Forecast for 1974 Forecast for 1975

1973*
Mrd. mk Vuoslmuutos, 0J0 Vuosimuutos, 0J0

1000 Annual change, % Mrd. mk Annual change, % Mrd. mk

Mill. mk 1000 1000
Volyyml Hints Arvo Mill. mk Volyyml Hints Arvo Mill. mk
Volume Price Value Volume Price Value

Bruttokansantuote
66.1 18.5 78.4 2.5 8 10.5 86.6markklnahlntaan 3 15

Gross domestic
product at market
prices
Tavarolden Ja palve-
lusten tuontl 19.0 6 28 35.5 25.7 5 6 11.5 28.7
Imports of goods
and services

KokonalstarJonta 85.1 3.5 18 22 104.1 3 7.5 10.5 115.3Total resources

Tavarolden Ja palve-
lusten vlentl 18.2 8.5 26 36.5 24.8 4.5 4 8.5 26.9
Imports of goods
and services

Investolnnlt 18.2 4.5 15 20 21.9 2.5 9 11.5 24.4
Investment

- yksltylset 15.1 4.5 15 20 18.2 2 9 11 20.2
private

- Julklset 3.1 4 16 20.5 3.7 6 8 14.5 4.2
public

Kulutusmenot 44.4 2.5 15.5 18.5 52.6 2.5 8.5 11.5 58.6
Consumption

- yksltylset 33.4 1.5 15.5 17.5 39.2 2 8 10 43.2
private

- Julklset 11.0 5 15 21 13.4 5 10 15.5 15.4
public

Varastojen muutos I 4.3 0.6') I 4.8 0.6') I 5.4
Inventory changes

KokonalskysynUi
85.1 3.5 18 22 I 104.1 3 7.5 10.5 115.3Total demand

') Varastojen muutoksen vaikutus kokonaiskysynnan muutokseen. prosenttiyksikkoa
Contribution of inventory changes to growth of total demand, per cent
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The semi-annual forecasts published by RIFE are much more

disaggregated than the ones produced by the model. The

present model is thus a kind of master model for separate

formal and informal satellite models used to forecast events

in various sectors.

It is only natural that in constructing a model there will

be different and inconsistent ideas about the form of the

equations. Economic theory is often of little help since

several competing explanations of the same phenomena may be

supported by the same evidence. This does not, of cource,

mean that all explanations are equally good in all

circumstances. Statistical methods often help us to discard

some explanations as inadequate, but it is extremely

difficult to choose the best or the most "objective" by

relying only on them. This is particularly the case in

non-experimental work. The methods used should be so robust

that small specification errors do not distort the main

interdependencies postulated for the phenomena under study.

Detailed and refined analysis which makes use of a great

number of free parameters and restrictive assumptions is

important in the development of the theory, but as it often

operates on a different, "unidentifiable" level, it can not

always be applied directly in practical work.

It can also be claimed that the choice of a particular

relation, e.g., the investment equation, affects economic

policy. We may have profits or changes in production as
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rival explanatory variables, and the different equations

will lead to different policy proposals, e.g., the

reduction in direct corporate taxes or the increases in

public expenditure. In questions like this, explicitly

stated models may help to clear up the discussion, even if

they do not necessarily resolve the debate.

Models are based on some postulates about the invariance

in the phenomena and this restricts the use of models in

qualitatively new situations, when the relationships are

not the same as in the past. In these cases personal

judgment is essential. I would be inclined to defend the

view that even in these cases, the problems should be

handled within explicitly stated, if not statistically

estimated models. The desire to forecast after structural

changes have taken place, and the inclusion of extra

information make knowledge of the structural form of the

model necessary. A more fruitful approach to analyzing

economic phenomena is thus introduced in a natural way and

cannot be separated from forecasting.

This present model is based on simple behavioural equations

which describe those relationships in the Finnish economy

which are thought to hold with some certainty. I have also

experimented with more complicated equations for several of

the relationships and obtained a better fit. Variables other

than the present ones could also have been included. This

is especially true for monetary variables which could have
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been introduced, for example, in the consumption and

investment equations. The public sector could also qe

handled in a more disaggregated way. However, the introduction

of these and other refinements has been left for later

versions. So many of the "loose ends" have been tied

together that a total model results. The desire to construct

a workable model in a short time has led to using rather

standard relationships which give the model an empiricist

touch, even if the relationships have a theoretical

background. At earlier stages of constructing an empirical

model it is particularly important to deal with the basic

methodological problems and to see, e.g., what possibilities

the data available gives to formulation of more refined

hypothesis.

Perhaps it is also worthwhile mentioning other attempts to

construct ma~ro-models for Finland. Recently a considerable

part of the scarce research resources in Finland have been

used to analyze short-term problems. The pioneer effort was

Gronlund's [1965] semi-annual model. This model has not been

used for actual policy analysis or forecasting. Its purpose

was rather to test the feasibility of constructing economic

models for this purpose in Finland. The properties of the

model will be further investigated in Konttinen [1974].

In 1970 work was started on the construction of a short-term

model at the Bank of Finland. This quarterly model is the

largest econometric model of the Finnish economy and is

used in connection with Project Link. This sectoral model

includes large foreign trade, monetary and production-
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employment-incomes blocks and has been used to help

forecasting and policy analysis since 1974 1 ) .

The short-term annual model of Koivisto [1972] should also

be mentioned, though the explanatory power and other

properties of the model have not been examined. It has

been used to support business cycle analysis at the Economic

Research Department of Kansallis-Osake-Pankki (Finland's

largest commercial bank) .

A medium term planning model MEPLAMO, has been constructed

at the Economic Planning Centre. Although th~s model, which

is based on the input-output system, has also been used to

study short-term fluctuations, it cannot be regarded as a

cyclical mode1 2 ). The Ministry of Finance has recently

assumed responsibility for MEPLAMO and a new long-te!m

allocation model for the Finnish economy, AMFE, is being

constructed at the Economic Planning Centre.

I} Cf., Bank of Finland Institute for Economic Research
[1972], Aurikko [1973] , Halttunen [1972] , Koskenkyla
[1972] and Lahtinen [1973].

2) Cf., Economic Planning Centre [1970].



2. NOTATION AND SYMBOLS

21

In the following we denote absolute variables by the symbol
,...

(,...); e.g., the level of consumption during year t is Ct.

Where no confusion is expected to arise, the subscript t

(denoting time) is dropped for the sake of simplicity.
,... ,...

Similarly Ct - l is abbreviated C_ l .

Since the model is constructed for yearly percentage changes

(= 100 x relative changes), we use the following simple

notation

C
t

= 100 .

,...
Ct= 100 .

Here the ~-operator indicates a change from the preceding

period. This is usual in economics but contrary to the

customary usage in mathematics.

I

In general capital letters are u.sed to denote the I values and

small letters the volumes of the variables. Price indices are

indicated by the letter p with the symbol of the corresponding
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variable as a sUbscript; e.g., p denotes the consumptionc

prices. The ~-operator can also be applied to percentage

changes, e.g.,

~Ct = 100 . - 100 .

In the following list of the variables of the model, exogenous

variables are underlined. The other symbols used in this study

are defined in the context where they· appear.

Table 2.1. List of variables and symbols used in the model

Symbol Explanation

a labour input in the private sector

c private consumption, volume

C private consumption, value

d total demand (=total output}., volume

D total demand (=total output}, value

d' total output less inventory changes, volume

D' total output less inventory changes, value

F depreciation

g public expenditure, volume

G public expenditure, value

GAP difference between potential and actual gross
domestic product expressed as a percentage of
the potential

H unit labour costs

i private fixed investment, volume



Table 2.1. continued

Symbol Explanation
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ft

I

K

m

M

M-s

m-w

n

N

o

Em

Emg

Ems

Px

Pxg

Exs

curvilinear transformation of unused capacity

private fixed investment, value

gross profits per total sales

imports, volume

imports, value

commodity imports, volume

commodity imports, value

imports of services, volume

imports of services, value

weighted growth of industrial production in 10
OEeD countries, export demand variable

inventory changes, volume

inventory changes, value

income transfers

consumption prices

prices of total demand (outputl

prices of total output less inventory changes

prices of public expenditure

investment prices

import prices

prices of commodity imports

prices of imports of services

export prices

prices of commodity exports

prices of exports of services
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Table 2.1. continued

Symbol Explanation

E~ prices of competing exports

T. indirect taxes minus subsidies
1.

T! incidence of indirect taxes minus subsidies
-1.

'"U unemployment rate

'"UC unused capacity

w wage rate

W wage bill in the private sector

(W+Z)D disposable income of households

x exports, volume

X exports, value

x e bilateral commodity exports, volume

~e bilateral commodity exports, value

xg exports of goods, volume

X exports:uf goods, valueg

xgw multilateral commodity exports, vo'lume

Xgw multilateral commodity exports, value

x exports of services, volume'-s

X exports of services, value-s

y gross domestic product at market prices

yl gross domestic product less inventories

Z non-labour income
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The model, which is similar to most of the existing short-term

models for western economies, has its roots in the Dutch

tradition of model construction. Since the path-breaking work

of Tinbergenl ), the Dutch have built a number of models for

the Netherlands and other countries. The short-term annual

model of Verdoorn and Eijk [1958], Verdoorn [1967] and

Verdoorn, Post and Goslinga [1970], the cyclical growth model

of Van den Beld [1968] and the quarterly model of Driehuis

[1972] are particularly worthy of note. The foundation for our

work was the Dutch short term annual model. The same prototype

has also been used in construction of models for the Federal

Republic of Germany2), Austria and several other countries

included in the present Meteor Project of the Dutch Central

Planning Bureau. Being able to learn from the Dutch experience

certainly has saved time, but its effect should not be over-

estimated. Countries are far too different to allow the

mechanical re-estimation of the same specification with

1) Tinbergen has built models for the Netherlands, Tinbergen
[1937], the U.S., Tinbergen [1939] and the U.K., Tinbergen
[1951] .

2) See Van der Werf [1971].
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domestic data. Instead different specifications must be YTorked

out to take account of individual features of the economies.

As is usual with short term models, the emphasis has clearly

been on the demand side. The main expenditure categories all

have their own behavioural equations, and no explicit

production function is present. In a demand oriented model

a production function could be used to derive the demand for

factors of production and to calculate full capacity output.

As actual output is determined by demand this would give us

a measure of capacity utilization. However, there are

difficulties associated with estimating the production

function and the interrelated factor demand functions and

for this reason we have estimated separate input demand

functions in an unsophisticated manner l1 • Furthermore, because

of its dual nature the production side is reflected in the

price equations. Imports are also tied to the expenditure

categories by a relationship which may be given a technical

interpretation.

In the present version of the model capacity variables are not

used as explanatory variable in the behavioural equations. On

macro level rather strong assumptions are needed to arrive at

a suitable measure of capacity utilization. We have experimented

with difference between actual and potential production and

1) See the chapter on investment function •
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under-utilization of the total labour force as a proxy for

unused capacity. In future versions, unused capacity should

enter the behavioural equations to allow for the fact that

economic systems behave in a different way under different

degrees of capacity utilization. Since the impact of capacity

utilization increases nonlinearly when approaching the

capacity ceiling, a curvilinear function of under-utilization

can be used l ) .

With a system of simultaneous relationships, one could of

course start explaining the interdependencies of the income-

demand - production - triangle in many places, but since the

model can be seen as an attempt to forecast the balance of

resources and expenditure, we choose to start with basic

definitions.

Total demand is broken down into private consumption (e),

private investment (I), stock formation (N) and exports (X),

and separate behavioural equations are formulated for these

components. Together with exogenous autonomous demand (G) they

are definitionally equal to total resources (D). As there is

an equation for imports (M), gross domestic product (Y) is

obtained as residual on the resources' side. GDP is used to

derive demand for labour in man-years (a) and labour

productivity (y-a). Demand for labour determines unemploYment

f'J

~U. This is used together with labour productivity, exogenous

import prices (Pm) and direct taxes (Ti) to determine

1) See section 4.2.3.4.
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wages and prices (w, Pc' Pi' Pg and px)' and thus the

functional distribution of income (Z, W). After taking into

account income transfers (0), we return to the main determinant

of private consumption and our triangle is closed. In analyzing

demand we of course also use- informat'ion gathered earlier - in

this "causal chain", e.g., changes in GDP affect investment,

prices are accounted for, etc.

As all the components on the expenditure side have behavioural

equations, the residual has to be on the resources' side. In

this model the residual is non-labour income, which is equal

to total demand minus imports, deprec iation, wages and

indirect taxes less subsidies. Treating this term as a

residual is justified by the way non-labour income is

determined in some sectors of a market economy. Due to

interaction between wages, prices and profits this technical

relationship does not of course tell the whole story about

the formation of profitsl) .

In forecasting we know realized figures for the balance of

resources and expenditure in past years and use this

information together with a model to predict the balance

for the coming year. The present model which is constructed

in percentage changes, is further analyzed in table 3.1. The

model can be used to determine the impact of exogenous and

lagged variables on the percentage changes, most of which

are endogenous (exogenous variables are underlined). The

decomposition of indirect taxes (Tr ) into the tax base (D')

1) See e.g. Evans [1969] p. 274-280,' see also 4.2.2.4.
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and tax incidence (T~). is not strictly a value-volume-price
~

breakdown but formally it is analogous. The weights used in

identities are calculated on the basis of lagged absolute

variables in constant prices for volume changes and in

current prices for value changes. After solving for the

percentage changes, the balance of resources and expenditure

in absolute values can be calculated for the next year.

Table 3.1. also presents the skeleton of horizontal and

vertical identities that must be satisfied in the model.

Fig. 3.1. Block diagram of the main interdependencies of the

model. Endogenous variables are in squares and

exogenous ones in circles.

14---i W

WAGE & PRICE



Table 3.1., Balance of resources and expenditure and the variables of the model

o
M

Absolutes %-changes Absolutes
Resources for year for year

t-l vol. price value t

,

Wage sum in ,.,. ,.,.
the private W_l a w W W
sector

I

Other income
,.,. ,.,.
Z_l Z Z

Indirect taxes
,.,.

D' T!
,.,.

T. 1 T. T.
- subsidies 1 - -1 1 1,

Depreciation
,.,. ,.,.
F_l F F-

Gross domestic
product at

,.,. ,.,. ,.,. ,.,.
Y-l y-1 Y Py Y Y Y

market prices
-

Commodity. ,.,. ,.,. ,.,. ,.,.
M m m 2mg M M mimports g,-l g,-l g g g g

,.,. ,.,. ,.,. ,.,.
Imports of M8,-1 ms,-l m .Ems

M M m
services -s s s s

Total imports
,.,. ,.,. ,.,. ,.,.
M_l m_l m Pm M M m

,.,. ,.,. ,.,. ,.,.
Total resources D_l d_l d Pd D D d

Note: Exogenous variables are underlined.

Absolutes %-changes Absolutes
Expenditure for year

vol. IPrice Ivalue
for year

t-l t

Private ,.,. ,.,. ,.,. ,.,.
consumption C_l c_l c Pc C C c

Private ,.,. ..,.
i

,.,. ..,.
investment I_I 1_1

p. I I 1
1

Change in
,.,. ,.,. ,.,. ,.,.
N_l n_l n .. N N n

stocks

Public demand
,.,. ,.,. ,.,. ,.,.
G_l g-l £ Pg G G g

Multilateral
commodity

,.,. ,.,. ,.,. ,.,.
Xgw,-l x x Pxg X X x

exports gw,-l gw gw gw gw

Bilateral ,.,. ,.,. ,.,. ,.,.

commodity Xe,-l xe,-l x· Pxg X X x
ge -e e e

exports
,.,. ,.,. ,.,. ,.,.

Exports of Xs,-l xs,-l x
~s

X X x
services -s s s s

Total exports
,.,. ,.,. ,.,. ,.,.
X_I x_I x Px X X x

,.,.
d_l

,.,. ,.,.
Total demand D_l d Pd D D d
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Unlike a number of other econometric models, the present

model is not used to make public economic plans, but

rather to forecast and analyze the policy measures

implemented by the government. The model contains the usual

policy variables: incidence of indirect taxes, income

transfers,_ volume of public expenditure and changes in the

exchange rate. Monetary policy instruments are not present

in this version of the model.

On the other hand the target variables are, in one way or

another, endogenous. For example the growth rates of the

volumes and prices of all the main categories of expenditure,

changes in the balance of payments situation, the unemployment

rate and the functional distribution of income into labour and

non-labour components are included.

Analytical use of the model is by no means limited to the

assessment of public economic policy. All the endogenous

variables can be exogenized or "corrected" to any desired

degree, and their cumulative effects over one or several

periods can be obtained. Thus the model can be used to

simulate wage negotiations, the effects of a price freeze,

the effects of additional investment in the private sector,

changes in consumption habits, etc. (see Chapter 6.and 8.).

The choice of endogenous variables depends on how the model

is to be used and especially on the information available

outside the model. The version that is presented here is one
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where all the "traditional" variables such as investment,

exports and export prices are endogenous. Of course, this

does not mean that we have to let the values of the variables

be determined by the model when we are making forecasts. For

example, valuable information on planned investment can be­

gathered from the investment survey of the Bank of Finland l ) .

The inventory inquiry of RIFE, the barometer of the Federation

of the Finnish Industries 2 ), etc. may be useful, even if the

data cannot be used directly in the model. The use of this

kind of specialized information in forecasting nation-.l accounting

variables is a challenging area of research3 }. Similarly

information is available on expectations of export performance

in several sectors of the economy. When exogenizing an

endogenous variable in a model we should, however, remember

that we are actually dealing with a different model, and t~at

e.g. the remaining parameters of the model should (because of

the simultaneous character of the model) be re-estimated. If we

use parameters estimated by simultaneous equation techniques,

we face the problem of potential inconsistencies, similar to

those encountered when we estimate the structural parameters

using the ordinary least squares method. However, theoretical

considerations of this kind are rarely taken into account. The

consequences of the stochastic specification of simultaneous

models is a delicate methodological question, for discussion of

which we refer to Mosbaek and Wold [1970].

1) See Nordberg-Koskenkyla [1970].

2) See Jalas [1968].

3) H. Hamalainen will treat this problem of extraneous
information in a forthcoming study.
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4.1.1.

SPECIFICATION OF THE MODEL

General

Relative first differences
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Most of the equations are linear relations between yearly

percentage changes (= relative changes multiplied by one

hundred) in the absolute values of the variables.

Actually the best transformation in this connection would be

logarithmic differences of the absolute variables. However,
1)

for small relative differences

Ii x
=

'"
In (1 + Ii x) Rl

'" '"x_I x_I
(4.1.1.)

Use of relative differences can thus be justified by the fact that

they approximate logarithmic differences and have (for small
. .

relative changes) the same advantages. We have also estimated

behavioural equations using logarithmic differences and the

results do not differ substantially. A model based on

logarithmic rather than relative differences is more appealing

to a theoretically oriented econometrian, but as normal

'" '". '" x lix1) We may also wr~te liln x = In(~) = L(N N ) , where
~~~x~-l x,x-l

L(y,x) = 1 y-X
l

Rl ~Xy(x+2Y) is the logarithmic average
og y- og x

of y and x as defined by Y. Vartia U97~. Approximation of
L(y,x) above is from Tornqvist [1936]. We have thus used the
arithmetic average to approximate the logarithmic average

~+~ '"
and further x to approximate x_I: liln x Rl liX/( 2 -1) Rl~.

x_I
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percentage changes are still used extensively the introduction

of "log-percents" is left to a later date.

Logarithmic and relative differences are compared in table 4.1.

and fig 4.1. We see that percentage changes approximate

logarithmic differences quite well when the changes are small.

However for large changes it is clear that logarithmic

differences are to be preferred. Because of their symmetry

logarithmic differences clearly correspond more closely to

our intuitive idea of the impact of various relative changes

on economic behaviour. For example it is hard to believe that

a rise of 100 per cent in some explanatory variable would

have the same impact as a fall of 100 per cent, as mus·t be

supposed if we are using asymmetrical percentage changes.

These two changes are qualitatively different: if a variable

can be doubled it often can be also tripled or increased

tenfold, but a variable which is measured on ratio scale

cannot fall by more than 100 per cent. On the other hand, as
'"

the ratio xj;X. approaches a the change in "log-percents"
1

approaches - 00. For logarithmic changes we have

(4.1.2.)

Thus a consecutive rise and decline of same "log-magnitude"

will lead to a return to the original value. This, however,

does not happen with usual percentage changes. Similarly

log-changes are additive, i.e. the sum of a sequence of log-

changes is equal to the total log-change. Because of these and



Table 4.1. Comparison of percents and
log-percents as indicators
of relative change

Fig. 4.1. Comparison of precents and
log-percents as indicators
of relative change

X=100(1+1~O)::X

FOR SMALL CHANGES

x.100In(~)
xI
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.5 - 50 - 69.315

.9 - 10 - 10.536

.95 - 5 - 5.129
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1.01 1 0.995
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1.5 50 40.547
2.0 100 69.315
3 200 109.861
4 300 138.629
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10 900 230.259
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other methodologically attractive properties, logarithmic

differences have proved to be suitable for constructing

index numbers l ).

The choice of the transformation used depends, of course,

on our ideas about how economic agents behave. As a model

which is linear in logarithmic differences (or logarithms)

corresponds to a multiplicative power function of the absolute

values (see(4.1.6.) and(4.1.7.)), the parameters of the

model can be interpreted as partial elasticities. Some of

the reasons for using constant elasticities rather than

constant propensities· are discussed by Verdoorn and Eijk

[1958] •

The logarithmic transformation allows us to use techniques

developed for estimation and manipulation of. linear systems.

The difference transformation is particularly suitable for

treating short-run reactions. To quote F.M. Fisher [1966]:

The primary device for the estimation of short-run
reactions is the use of first differences of the
data. Aside from the fact that such use often (but
by no means always) has the convenience of reducing
or eliminating autocorrelation in the residuals, or
reducing multicollinearity, it seems analytically
the correct form for the estimation of short-run
functions. The use of absolutes for estimation
purposes must necessarily involve a complete
specification of the time structure of the model,
and of the variables thereof, including long-run as
well as short-run elements. The use of first
differences, however, enables us approximately to

I} See, for example, Tornqvist [1936], Tornqvist [1970],
Theil [1973] and Y. Vartia [1974].
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isolate the short-run elements since we may assume
the long-run components of the reaction to be
relatively constant during the interval over which
first differences are taken. This is frequently of
considerable advantage since we need not specify
the precise form that the long-run elements take.
It is thus often possible to use first differences
to obtain estimates of short-run influences that
are not dependent on the precise form of our long­
run assumptions. Since the quantitative analysis of
long-run economic behaviour is yet in its infancy,
it seems highly desirable to break the problem in
this way, despite the theoretical loss of information.

The use of differences (linear or relative) usually implies

the introduction of an extra time element in the equation for

absolute values, for it is only in this way that the same

behaviour can be described. Going to absolutes from

differences often leaves the constants open so that there are

several equations in levels that are compatible with a

difference model.

When using logarithmic differences we may suppose the following

breakdown into the short and long run elements:

(4.1.3.)

'" '"where F(xt ) represents short-run, G(Zt) long-run influences

and v t the error term. If the long-run term is represented by

(4.1.4.)

where Yt is the time specific relative growth in the long-run

effect, we then have the identity
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(4.1.5.)

Usually Yt is approximately constant for long periods or

at least a slowly changing function of time, because it is

the logarithmic growth of the trend-term. Thus the main

variation in 6ln Yt is caused by the short-run effect ~ln F(Xt )

. and the error term. If we knew the nature of the long-run

effect,we could specify directly relationship (4.1.3.) and

describe both short-run and long-run behaviour, e.g. by using

absolute variables and distributed lags. This would, however,

also mean the introduction of the additional problem of

structural change.

With the approximation Yt = Y = constant, we may thus focus

our attention on the short-run reactions and more or less

forget the long-run effects, which will be determined toge.ther

with the other parameters when equations of type (4.1.5.) are

estimated. This kind of approach is common among those who

regard models as tools and choose a suitable, specialized

tool for analyzing a particular aspect of the phenomena under

study. Besides the advantages, there are also dangers of

specialization. A razor does not work well when used to fell

trees, but we do not need to burden razor blades with all the

properties of axes, if yTe use them on y for shaving.

Moreover, the tools we use shape our ideas about the whole

phenomena under study. Thus until one has both the razor and

the ax, it may sometimes be better to make do with a machete.



39

As Fisher [1966] has noted, a first difference approximation of

the type (4.l.5.) (or better (4.1.6.» may also be interpreted

as the fundamental short-run reaction of the system if it is

supposed that behaviour is based on differences.

It is worth stressing that it is not correct to manipulate

only the deterministic part of the equations and forget

about the disturbance term. If we write a linear regression

equation for logarithmic differences

,..,.
6. In (4.1.6.)

the corresponding model in absolute variables is

= Y Ut. e · e (4.1.7.)

These equations should not be confused with the more simple

model in absolute variables

(4.1.8.)

where C is constant. Transformation of this model to

logarithmic differences would not give (4.1.6.) but rather

the following relationship

(4.1.9.)
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For estimation it is essential to decide whether to choose

equation (4.1.6.) or (4.1.8.} as our starting point. The

choice is related to the assumptions which we make about the

disturbance term. If u t in (4.1.8.} is not autocorrelated, the

disturbance term ~Ut in (4.1.9.) is negatively autocorrelated.

This is probably not the case in reality and it seems more

natural to choose model (4.1.6.) with the standard assumptions

about the error term.

As our interest is mainly in the short-run reactions ­

primarily year to year changes - the available annual data

suits our needs rather well. Taking differences of the

yearly series provides a natural starting point for estimating

short-run elasticities which usually differ from the long-run

ones. On the other hand, a year is long enough to allow a

noticeable part of the response to take place. Of course the

dynamic pattern of economic reactions varies, and it is

sometimes important to examine other information, for

example monthly data, to be able to determine the nature

of an economic response more exactly. Naturally the length of

the unit period also has implications for the simultaneity

of the model.

Annual differences over calendar years are used,and the

transformation thus gives the percentage change in the

annual average of the variables over two consecutive years.

Absolute variables are regarded as flows and expressed as
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the lIintegralll of the total flow per year. This procedure

is based on existing accounting practices according to which

"integrals" (=cumulative sums) for each calendar year are

recorded. Much information is lost because annual averages

are given only for calendar years. Quarterly data can be

used to construct yearly percentage changes on other than

calendar year bases (see fig. 4.2.). Every fourth observation

is of course the lInormalll annual percentage change. This

method can be used to generate more "annual ll percentage

changes (which are, of course,. dependent on each othe~) if a

degree of freedom problem is encountered. In any case these

series provide valuable information about the interdependencies

and dynamics of the economic system. There is no reason to

believe that economic behaviour on annual level would be

affected by the choice of the starting point for the year. Of

course there are things that happen at a certain time within

the chosen calendar year, but in any four quarter period they

occur the same number of times.

At the present,the lagged values of the annual changes, when

the lags are not whole years, are approximated by interpolation

of the calendar year values. To facilitate comparison, actual

annual changes have also been presented. As is seen from

fig. 4.2. annual changes constructed from quarterly data

differ considerably from the interpolated values. It would

be interesting to investigate the effects of different

lag specifications on the estimation results.



42

Fig. 4.2. Annual percentage changes in gross domestic

product, commodity imports and commodity exports,

moving four quarter sum compared with the

preceding moving four quarter sum (for comparison

the values corresponding to calendar years have

been connected by dotted lines)
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The transformations may also be viewed as a technical device

used to arrive at more convenient series for estimation.

Besides reducing ~ulticollinearity and autocorrelation in

the residuals, logarithmic (and relative) differences have

the advantage of reducing heteroscedasticity.

Logarithmic differences (and relative first differences) do

not depend on the unit of measurement. On the other hand, it

is logically incorrect to use this transformation with

all variables (e.g. inventory changes and balance of

trade), even though most economic variables are measured

on ratio scale. Differences are more sensitive to measurement

errors, and with small samples exceptional observations may

have a greater relative impact on the estimates than when

absolute values are used. Of course these two sets of

parameters are not directly comparable. The LS-regression will

give substantial weight to the exceptional years which sometimes

may be fitted "almost exactly" so that most of the total variance

is explained. In a case like this, leaving out the exceptional

years or, more generally, cha~ging the weights given to them

in regression, may change the parameter estimates and

coefficient of determination radicallylt. With difference

models we encounter these problems quite frequently because

of the Korean boom at the beginning of the 1950s. During this

period some variables rose by more than 100 per cent in one

year.

1) Cf., e.g., Terasvirta [1970].
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Multiplicative identities between value, volume and prices

of the form

I'V

Y = (4.1.10.)

correspond to exact additive identities of the form

I'V

~ln y = ~ln y + ~ In Py (4.1.11.)

when logarithmic differences are used. When percentage changes

are employed, small changes can be approximated with identities

of the form

y = Py + y+O.Ol YPy ~ py + y. (4.1.12.)

When the model is solved using techniques which allow

non-linearities, the approximations can be replaced with

exact relationships.

Additive identities between the absolute variables do not

give rise to non-linearities when relative differences are

employed. For example the identity

I'V I'V I'V

Y = C + I (4.1.13.)

in absolute variables leads to an exact weighted identity:
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(4.1.14.)

for percentage changes.

The basic data for our model has been taken from the national

accounting statistics of the Central Statistical Office. We thus

have the balance of resources and expenditure both in current

prices and in 1954 prices from 1948 to 1964 and in 1964 prices

from the year 1964 until the present. For identities

involving the percentage changes in values, it is, according

to (4.1.13.) and (4.1.14.), natural to use current price

absolute values of the previous period as weights.

If the aggregate volume changes are to equal those calculated

from the national account statistics, weights based on the

constant price absolute values of the previous year must be

used. Thus in place of constant price identity

,..., ,...,,...,
y = c + i

'Vole have

(4.1.15.)

y

,..., ,..,.
C_ l 1

= (-)C + (-=!) i,..., ,...,
y-l y-l

(4.1.16.)
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Here, of course, we must calculate the weights in 1954 prices

until 1964" and in 1964 prices thereafter, because the price

changes have been different for the different items which

make up the aggregates.

Now, however, we face a problem of finding a way to calculate

aggregate price changes on the basis of changes in the prices

of the various items. It is impossible to calculate the

suitable weights with data from the previous period. We can,

however, circumvent the problem by using value and volume

changes in the aggregate and calculating price change

from

= y - y -.01 YPy = y - y ~- ~ y- y.
1 +.01 Y

(4.1.17.)

This procedure implies that our model has no equations

relating changes in individual price indices to changes in
,

the aggregate price index. This is one way in which our

model differs from the Dutch annual model. Our procedure is

equivalent to using a Laspeyres volume index for aggregate

volume and calculating the percentage changes in the Paasche

price index for aggregate prices from the value-volume-price

identity.

The present model operates on an aggregate level with constant

parameters. Its approximate character can be seen to be a

consequence of, e.g., the assumption of structural change and

the use of constant parameters with disaggregated data.
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The aggregation of separate equations which contain the same

explanatory variables produces changing parameters, when the

weights are not constant. The composition of most aggregate

series has not remained the same because of structural

changes in the economy and cyclical fluctuations. In figure

4 .3. the composition of conunodity imports and exports is

presented. For example, the price elasticity of demand for

imports of fuels and lubricants is very low compared to that for

other imports since import substitution is not possible to

any meaningful extent within a short period. The large share

of this item in total imports in 1974 reduces the price

elasticity (with respect to average import prices) of demand

for total imports in this year.

The use of percentage changes has above heen .supported with

methodological considerations. Also the fact that they are

traditionally in extensive use when. discussing and analyzing

business cycles makes the choice seem natural.



48

Fig. 4.3. Breakdown of commodity exports and commodity

imports (figures for 1974 and 1975 are forecasts)
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Different kinds of lags have been used to capture the

dynamic nature of economic phenomena. The most common

one is a discrete finite lag of x on y of the form

y = aX
t

.
-T

(4.1.18.)

For non-integer values of T we have used linear interpolations

based on the values of the two adjacent calendar years. This

procedure is equivalent to a distributed lag with positive

weights for both of these years.

Another type of lag appearing in the model is the infinite

geometrically distributed lag:

=
00

a + L
k=O

n
,k (~ b x ) + U
/\ £., •• t k -ti=1 1. 1., -

(4.1.19.)

This expression can, according to the Koyck transformation,

be shown to be equal to

by sUbtracting

=

Y multiplied by A from (4 .1.19 . ) .t-1

(4.1.20.)

Equation (4.1.20.) can be estimated directly if we ignore the

autocorrelated disturbance term. However, the procedure
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presented above requires that all the explanatory variables

have the same lag structure, which is a strong assumption

in several cases. When only some of the explaining variables

are assumed to have a distributed lag, ~Te have the following

situation:

=
00 m n

a+ ~ ,k( ~ b )+~ b +
L. 1\ L. , x, t k L. , x. t u t ·

k=O i=l 1. 1., - i=m+1 1. 1. -

(4.1.21.)

By familiar manipulation we get

=
m n

(l-:\)a + L b,x't + L b, (x't-:\x't-l) (4.1.22.)
i=l 1. 1. i=m+l 1. ~ 1.

Now, however, we are faced with an estimation problem which

cannot be solved by standard methods. This is overcome by

experimenting with different values of :\(0<:\<1) in (4.1.22.) and

choosing the estimate (~, ~,

sum of squares of errors for

~n)' which minimizes the

More general lag structures can give a more complete

description of economic phenomena, but the lags used in the

present model are suitable in light of its overall degree

of refinement 2). With quarterly models the accurate description

of the lag structure for the first few periods is more crucial

1) The estimation routine used does not provide all the
standard statistics. Neither do those given in table 4.11.
and 4.16. have all the properties of OLS-statistics.

2) For an extensive treatment of different lag schemes, we
refer to Dhrymes [1971].
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than with annual models" where the lag structures descr~bed

above provide a sufficiently goo~ approximation. Naturally,

a model based on annual data cannot properly use or explain

variations of less than one year.

4 . 1 . 3 . Values, volumes and prices

When breaking value figures down into volume and price

components, we are faced with the problem of choosing which

two of the three variables should be explained with

behavioural equations and which one should be calculated

using the identity linking them. This is one instance of

the more general problem met in model building: how to

account for formal identities when all of the components

can be explained with behavioural equations. In the case

of the price, volume and value relationship, the problem

is usually solved by computing one variable from the identity.

I have systematically followed the practice of having

behavioural equations for volume and price and of

calculating value from the identityll. If reasons other

than purely formal ones can be found to justify this

procedure, we are of course better off. Usually, however,

strong a priori arguments for using either value or volume

1) In this respect the model differs from the Dutch annual
model, where value of consumption and investment have
been explained by behavioural equations. For reasons
given on page 80, inventory changes form an exception
from our general practice.
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explanations cannot be sifted from economic or statistical

theory. Instead we often encounter conflicting theories

where the basic differences are closely connected with

this problem. Two remarks on statistical grounds can be

made: Value series tend to have a greater variance than

volume series and they are for this reason often easier to

explain in the sense that a higher degree of determination

is obtained. However, measurement errors may be introduced

when deflating the value series by prices.
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Structural specification

General
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In the following section the structure of the model is

explained equation by equation. There are 12 behavioural

equations in the present version of the model. These are

presented 'first together with a short description of the

economic reasoning behind the specification of each equation.

The 30 definitional equations are also summarized. Several

of the definitional equations could easily be eliminated by

expanding'some of the others. "This reduction in number of

equations means that the total number of equations in a model

is not as good an indication of its size as the number of

behavioural equations. For each behavioural equation, the

standard errors of the parameter estimates are given in

parenthesis below the corresponding parameter estimates. The

coefficient of determination R2 (R2 corrected for degreesc

of freedom), the standard deviation of the residuals corrected

for degrees of freedom s (e) and the Durbin-Watson statistic are
c

also given. Unless otherwise stated, the estimation period for

the behavioural equations is 1951-1970.

A list of the equations is to be found after the structural

specifications.
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4.2.2.

4.2.2.1.

Behavioural equations

Domestic expenditure categories

, I

I
!
I

I
. I

I

Private consumption

The main explanatory variable in the private consumption

'equation is the disposable income of households (W+Z)D. Most

authors have proposed using a lag between income and

consumptionl ). In empirical work the different theoretical

approaches usually lead to the explanation of consumption

with income and some kind of distributed lag adjustment. We

would have liked to follow many other models and distinguish

between earned and unearned income, since the time lag between

consumption and the receipt of non-labour income is usually

found to be longer than that between consumption and the

receipt of labour income, and because a smaller share of

non-labour income is consumed 2 ). This, however, has not been

possible as there are difficulties in dividing public

transfers into labour and non-labour income components.

Besides, the explanation of private consumption obtained

with the present equation is satisfactory without this

sophistication.

Disposable income was deflated beforehand using the implicit

price index of consumption to arrive at a series suitable for

1) See, e.g., Duesenberry [1949] Modigliani [1949], Brown
[1952], and Friedman [1957].

2) See, e.g., Verdoorn [1967] and Driehuis [1972].



Fig. 4.4. Finnish private consumption in 1951 - 1970, 1000 million marks in current

prices and annual percentage changes in value, volume and prices
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explaining the volume of private consumption. As percentage

changes in the deflated variable are approximated by

subtracting percentage changes in the deflator from percentage

changes in the variable to be deflated, the coefficients of

the deflator could also be determined freely in the regression.

However, the difference in the corresponding estimates

is not significant and thus their ratio was fixed at unity.

When disposable income is the only explanatory variable

(apart from the constant) and when the relative weights of

present and previous income are determined freely by

regression we obtain the equation presented in table 4.2.

and figure 4.6. Experiments to include income lagged by two

years did not succeed. The positive constant may be

interpreted as taking into account the effect of the income

of previous periods. If the lag between consumption and

income is interpreted as a discrete lag and calculated by

interpolating annual observations, it is found to be about

a quarter of a year:

.569[ (W+Z)D_p ]
c

Without the constant term, the long-run constancy of the

consumption-income ratio would require the sum of the

coefficients of the income terms to be 1. The sum given above

is smaller, but the positive constant causes (elY) to remain

almost constant (~.9) during the estimation period. Besides,
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it is difficult to decide definitely if the consumpticn-

, ,. , F' 1 d 1)lncome ratlo lS constant In In an or not .

Fig. 4.5. Private consumption and disposable income of

households in 1000 millions of 1964 marks
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1) For further discussion of consumption data, cf., Marjomaa
[1969] and Hama.lainen [1973].
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Table 4.2. Equation (1) for private consumption

c = .569[(W+Z)D_p ] + .188[(W+Z}D_p ] 1 + .495
c c -

(.090) (.089) (.770)

Method of estimation : OLS

R2 = .752 R2 = .723c

Standard deviation of residual, sc(ei ) = 2.021

D-W statistic = 2.452

Additional information: disposable income deflated before
estimation with the implicit price index for consumption

Symbol Explanation Mean Standard
deviation

c volume of private consumption 4.629 3.744

(W+Z)D disposable income of households 10.687 7.965

Pc consumption prices 5.254 5.856

[(W+Z)D_p ] disposable income deflated by 5.433 5.122. c consumption prices

[ (W+Z)D_pJ _
l disposable income deflated by 5.537 5.168

consumption prices, lagged by
one period
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Fig. 4.6. Equation (1) for private consumption
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Attempts to include independent price terms in the above

basic equation did not succeed. It is sometimes suggested that

there is some substitution of savings for consumption

in Finland when the rate of inflation is high l ), but not such

effect was found on a macro level. Of course, inflation

works in several directions at the same time 2 ). When the

coefficients of the income and price terms are estimated

separatel~ the result is

D D
c = .576(W+Z) - .726 Pc+ .195(W+Z)_1- .201 Pc-l+ 1.247

indicating some negative money illusion. The difference

between coefficients of the corresponding price and

income terms is , however, not significant. The volume

equation (1) can be transformed into an equivalent value

equation by adding Pc to both sides:

D D
C = .569(W+Z) + .188(W+Z)_1+ .243 Pc+ .188 ~Pc+ .495

Because of the lag, we end up with two price terms which,

however, should not be interpreted. as indicating positive

money illusion.

There has .been much discussion of whether unemp oyment can

be accepte~ as a? explanatory variable in the consumption

equation. Generally it is used as a cyclical attitudinal

variable, affecting particularly purchases of

1) Cf., Leppanen [1974].

2) See, e.g., Tyrni [1964].



61

consumer durables
l
). As unemployment correlates with

disposable income, the coefficient for the latter variable

is considerably lower when unemployment is included in the

consumption equation. In the equation presented in figure 4.7.

D D
we have also included the term [(W+Z) ~C]_l~[(W+Z) -Pc]-l-c- l

which corrects for' discrepancies between consumption and

disposable income in the previous year. This formulation

is also used in the present version of the model. It may

also be worth mentioning that according to our experiments

with Finnish data, liquidity as'indicated by deposits can be

a significant explanatory variable in the consumption equation.

This variable might well be included in this equation when the

model is enlarged to include a monetary block.

1) See Evans [1969] p. 164-169. See also the Quarterly Model
of Bank of Finland Institute for Economic Research [1972].
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Table 4.3. Equation (2) for private consumption

c = .36.5[ (W,f,Z)D_PC ] + .435[ (W+Z)D_C ]_l -

(.-071) (.095)

Method of estimat-ion : OLS

2.407 l:.U + 2.389

(.549) (.467)

2
R = .922 R2 = 907.c

Standard deviation of residual, sc(ei ) = 1.172

D-W statistic = 1.949

Additional information: disposab~e income deflated before
estimation with the implicit price index for private consumption

Symbol

c

D[ (W+Z) - -p ]c

Explanation

volume of private consumption

disposable income of households

consumption prices

value of private consumption

change in unemployment rate

disposable income deflated by
consumption prices

discrepancy between disposable
income and consumption in the
previous period

Mean

4.629

10.687

5.254

10.085

- .015

5.433

.513

Standard
deviation

3.744

7.965

5.856

6.748

.673

5.122

2.805
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Fig. 4.7. Equation (2) for private consumption
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Private investment

The volume of total gross fixed private investment is the

variable to be explained. A better fit could doubtless have

been obtained if the series had been corrected for investment

which can be considered to be autonomous for short-run

purposes (e.g. some of the investment of public corporations

and government enterprises). The data does not even allow us

to distinguish adequately between the investment of government

enterprises and that of the private sector. A better induced

investment series is currently being constructed. Information

on certain investment projects is available long before they

are carried out, and the possibility of treating them as

exogenous in the model has been considered.

Besides the equation for investment, the model also includes

an equation for the demand for labour. We recognize that these

factor demand functions are interrelatedl }. In a simultaneous

model like ours, optimum output and input paths should be

determined jointly. Dynamic interaction between inputs, factor

substitution, and variation in the utilization of labour and

capital should be allowed for. However, largely because of

problems with the data and our limited resources, we have not

been able to do this. Robust input demand functions are

estimated in a traditional manner, i.e., separately for each

component,so that we can only hope that they do not contradict

each other very much.

1) For a discussion of problems in this area, see Nadiri and
Rosen [1971].



Fig. 4.8. Finnish private gross fixed investment in 1951-1970, 1000 million marks

in current prices and, annual percentage changes in value, volume and prices
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The main explanatory variable is ~Y'-3/4' the change in the

growth rate of gross domestic product less inventories lagged

by three quarters of a year. Similar accelerator-type investment

equations have been used, for example, by den Hartog and Falke

[1970], van der Werf [1971] and Driehuis [1972]1).

Production which is not assumed to influence investment should

be removed from the series for the explanatory variable just as

autonomous investment should be excluded from the series for

the dependent variable. For example, parts of public production

and agriculture could be left out. We have excluded inventory

accumulation from this explanatory variable, since this part

of production does not induce investment in the same way as

other types of demand. As some of the goods held in stock

are imported, and as imports are already deducted from total

demand, 'our procedure leads to a ser ies which is lower than

the one which we would like to have2 ). One possibility would

be to deduct only a part of the inventories, but here again

we must contend with the poor quality of the inventory

t t · . 3)s a l.stl.CS .

1) The same kind of relation can be derived from different
assumptions, e.g., with not so unrealistic assumptions, this
type of explanation can be derived from the simple rigid
accelerator theory.

2) I thank Mr. Schwartz for making this point clear to me.

3) Van der Werf [1971] has deducted a constant proportion of
inventories from production.
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An attempt was made to include in the investment function not

only a variable representing capital stock adjustment due to

changes in production but also a variable reflecting the

availability of finance.

Our experiments show that non-labour income and liquidity

variables based on deposits, which can be seen as a broader

concept of the availability of finance, could both be chosen.

As was explained above, inclusion of a monetary block has been

l~ft for a later date and our desire to form a compact set of

variables led us to choose Z, though the share of internal
. .

financing'out of total financing is usually considered to be

low cQmpared with other countriesl ). At present the non-labour

income concept used includes components that sho~ld, for

analytical reasons, be excluded. They' are, however, very stable

when qompared with the to~al series, and .their effect on the
'2) ;

total performance of the model is thus small • The coefficients

for current and lagged non-labour income. have been determined

freely by regression~ As the coefficient of the price term is

appro~imately equa~ to the sum of th~ coefficients of the

non-labour income terms, inflation that does not change relative

prices does'not greatly affect the volume of investment. Our

ex~eriments.with capacity variables did not improve the present

eq-uation.

1) Cf., Lund [1973].

2) See section 4.2.3.5.
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Table 4.4. Equation for private investment

i = 3.169 ~Y:-3/4 + .355 Z + .582 Z_l - .756 Pi - .466

(.497) (.202) (.188) (.325) (2.317)

Method of estimation : OLS

R2 = 866. R2 = 825.c

Standard deviation of residual, sc(ei ) = 3.735

o-w statistic = 2.237

Additional information: lag of ~y' has been fixed a priori,
1951-1952 excluded from the estimation period, single equation
residuals (01951:15.472, 01952:-6.990) are used as coefficients of
the dummies for these years in connection with the model solutions

Symbol

i

y'

~Y'-3/4

Z

Explanation

volume of gross private fixed
investment

gross domestic product less
inventories

lagged difference in gross
domestic .product less
inventories

non-labour income

lagged non-labour income

investment prices

Mean

5.587

4.718

.164

9.600

8.950

4.087

Standard
deviation

8.671

2.478

1.922

4.795

5.429

3.191



Fig. 4.9. Equation for priyate investment
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Inventory changes

Inventory changes play a strategic role in business cycle

theory. As is seen from figure 4.10. the contribution of

changes in inventories to percentage changes of Finland's gross

domestic product is considerable. If this component is removed,

the cyclical movements in GDP are quite different. It must be

remembered, however, that imports are also held in stock so

that not all of the changes in inventory holdings have a direct

impact on GDP.

Since we hqve chosen to construct separate equations for

various demand categories and then equate supply with demand,

we must also have an equation for inventory changes. However,

we must face the unhappy fact that figures for inventory

changes in the Finnish national accounts also include the

statistical discrepancy. Inventory formation is treated more

or less as a residual by substracting other demand items from

the estimated supply of resources. Thus figures for this

demand category are not very reliable. This is particularly

true for inventory changes in constant prices, where the

shortcomings of all price indices cumulate. It is not possible

to assess accurately how large the statistical discrepancy is.

On the basis of information received from an annual RIFE

inquiry about stocks held by industry and other information

collected by the Central Statistical Office, it seems that

inventory formation is more important than the error term.

This is also suggested by the fact that standard theory provides



Fig. 4.10. Contribution of inventory changes to the growth in volume of gross domestic product
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a reasonable explanation of the time series. Although we

believe that we are explaining stock formation and not the

statistical discrepancy, the model is constructed with the

above considerations in mind: changes in stocks occupy a

less important place in the model than do other components

of demand.

It seems that inventory formation has not received enough

attention in the traditional forecasting work done in

Finland. Contrary to the approach generally followed for

forecasting demand components, this item is often treated

as a residual and is calculated in the same way as it is

in the national accounts. One reason for this is the poor

quality of the data, which, in view of the practical

and theoretical importance of inventory formation in

assessing the general business cycle situation, should

be corrected. FOr this, independent information on inventories

is needed.

Instead of taking the normal percentage changes as our

dependent variable, we use the ratio of the first difference

in inventory changes to total output less inventories in the

preceding year:

where

5' = total demand less inventories
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'"N = change in stocks (as shown in the national

accounts)

'" '" '" the~N = Nt - Nt - l = the first difference of

inventory changes series

The reason for the use of this variable is that the inventory

figures given in the national accounts are changes that can

take on positive and negative values. In this situation the

usual percentage change has no meaning. To put it another

way: since stocks are measured on a ratio scale, differences

in the series are on an interval scale, where a percentage

change is not an admissible transformation.

The treatment of stock formation as a residual means that,we

will have the following expression for the value of the

change in stocks

'" '" '"N = D - D'

Correspondingly for changes in stocks in constant prices we

have

n = d .,. d' .

There is no sense in calculating the price index using

o - 0'=
d - d'

,
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since both the denominator and the numerator may be either

negative or positive, regardless of the sign of the other.

If we define stock formation in constant prices by

we can calculate the differences between nominal and

real changes using

N-n

'" '"0_1 d_ l(-) 0-0' - (-)d+d' ..
'" '"0' d'-1 -1

From this it is seen that the difference can be approximated

by

N-n F::$ Pd - Pdt .

Thus the assumption Pd = Pdt is approximately equal to the

assumption that N = n. If we have no information on the

development of the price of inventories, we can, in a

forecasting situation, set Pd ~ Pdt by replacing n by N.

As inventory series are not reliable, there is no reason

to try to estimate a sophisticated specification. The present

equation uses an accelerator relationship which is similar to

the one used in the investment equation. However, the lag in

the accelerator term (total demand less inventories is used

as the explanatory variable instead of production) is somewhat
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shorter, i.e., half a year. The term 6 Pmg
reflects speculation

caused by accelerating impo~t p~ices and the term N_ l is a

correction for exceptional inventory formation in the previous

year. The trend growth in inventories resulting from rising

total sales is taken into account ,by the constant.

Fig. 4.11. Approximation of volume changes in inventories

by the value changes
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Table 4.5. Equation for inventory changes

N = .321 ~d~1/2 + .037 ~Pmg - .369 N_ l + .685

(.076) (.017) (.1211 (.212)

Method of estimation : OLS

R
2 = 63~• 1. R2 = 552.c

Standard deviation of residual, sc(ei )

D-W statistic = 1.210

= .860

Additional information: years 1953 and 1964 excluded from the
estimation period, single equation residuals (D1953:-3.106,
D1964:2.912) are used as coefficients of the dummies for these
years in connection with the model' solutions

Symbol

N

d'

~d'-1/2

Explanation

inventory changes, value

total output less inventories,
volume

first difference in total
output less inventories, volume
half year lagged

prices of commodity imports

first difference in prices of
commodity imports

value of ·inventory changes in
previous period

Mean

.432

5.699

.084

5.781

-.395

.528

Standard
deviation

1. 265

3.349

2.833

9.163

11.434

1. 688
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Fig. 4.12. Equation for inventory changes
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4.2.2.2. Foreign sector

As a small- industrialized country, Finland is involved

to a great extent in the international division of labour,

and this fact makes the economy very sensitive to external

impulses. The model incorporates reaction equations only

for trade in goods. It is felt that the explanation of

trade in services would require extra equations and that

at the moment this trade can be taken into account using

exogenous variables. At a more advanced stage, international

factor movements should be allowed to enter the model through

exogenous variables. Capital movements affect liquidity,

and migration affects unemployment and, via this, wages and

prices as well as capacity. International factor income is

at present taken as an exogenous variable affecting

disposable income.

Keeping most international impulses exogenous, even in a more

elaborate model, would seem to be natural because the relevant

statistical data often do not exist. Moreover it would be

necessary to enlarge the model considerably if international

links were to be endogenized. Yet this would not provide a

better explanation of international variables, as long as the

model remains essentially a one-country model. In actual

forecasting work some of these exogenous variables cannot be

considered to be truly exogenous_and an iterative procedure

between the model and persons responsible for the exogenous

variables is required.



In determining the volume of exports and imports, the main

explanatory variables 'are foreign and domestic demand

respectively. The next terms in both cases are relative

prices and unusedca-padi, tyl) '-::'Only the export 'a-nd impo~t

equations are .discussed in this sect~on. Export price~ are

discussed in the wages and prices se6t~on,~nd import.prices

are exogenous.

Commodity exports

Exports to countries with which Finland has bilateral ~rade

agreements are taken as exogenous because it is felt that

the factors which determine them are different from those

that influence exports to the market economy countries. The

different short term variations can be seen in figure 4.13.,

where percentage changes in the value of multilateral and

bilateral commodity exports to different regions are

presented. The similarities in the beginning of the 1950s

were a result of price movements.

As can be seen from figure 4.14., the long term growth in

the two different trade flows has also' been quite different

(N.B. log scale).

,1) See Vartia, P. [1972] for a more general treatment of the
problem.



Fig. 4.13. Fluctuations in bilateral and Fig. 4.14. Trends in bilateral and multilateral

multilateral coro~odity exports, commodity exports, log scale

percentage changes in value
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Fig. 4.15. Finnish commodity exports in 1951-1970, 1000 million marks in current prices,

and annual percentage changes ,in value, volume and prices
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The main explanatory variable for the volume of COIT@odity

exports to market economy countries i~ export demand, mw'

which is constructed by calculating the weighted growth
" ,

rate of industrial production in the ten OEeD countries

most important as markets for Finnish e~ports, the weights
.,

being the shares of Finnish exports to these countries.

Some other variable representing export demand could have

been chosen. Theoretically, the volum'~ of imports would be
.~ '--

better, but for Finland the fit obtained with industrial

production is so much better than the one obtained with other

variables that its use seems justified. One reason for the

high value of the coefficient for the export demand variable

is the composition of exports. Wood-based exports seem to

have a greater'variance than aggregate demand, the income

elasticity of demand is relatively high for these goods and

they are also easily held in stock and may be accumulated in

boom years by bUyers l ). The large negative value of the

constant term corresponds to the positive value of this

coefficient.

The terms (p - pi) 1 (i=1,2,3) measure the effect ofxg x-

substitution between Finnish exports and those of her

competitors, and the sum of the coefficients corresponds to

our a priori expectations 2 ). The lag structure has been

determined freely by regression.

1) See Laatto [1964].

2) For a theoretical treatment of the substitution elasticity,
c.f., Richardson [1973] and for an empirical treatment, c.f.,
e.g., Tinbergen [1951] and Hickman and Lau [1973].
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Table 4.6. Equation for multilateral commodity exports

' ..
.'
"

:? ~ - '""
Xgw = + 2.338 mw - .520(Pxg-P~·).. _- .828(-,pxg-::P~)_1.- .308(pxg-P~)_2

~. '- (. 46 7 ) ( • 401 ) ( • 209 1 ~c ( • 253 )

- 3.172
(2.447).

Method of estimation :

83

R2 = 809. R2 = 748.c

Standard deviation of residual, sc(e i ) = 3.895

o-w statistic = 1.195

Additional information: 1951-l953.excluded from the estimation
period single equation residuals ~0195l:27.ll2, 01952:21.597,
01953: -8.041) are used as coefficients of the dummies for these
years in connection with' the model solutions

Symbol Explanation Mean
Standard
deviation

X commodity exports to west, 9.133 7.534gw
volume· ,

Pxg prices of commodity exports 4.720 6.218

Px
, prices of competing exports 4.285 6..137

(pxg-Px ' ) relative prices .435 2.844

(pxg-Px ' ) -1 relative prices in previous -.710 4.672
period

(pxg-Px ' ) -2 relative prices lagged by two -.862 4.701
years

mw export demand 4.990 2.218
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Fig. 4.16. Equation for multilateral commodity exports
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The price of the exports of competing countries, p' has been
x

calculated by weighting import price developments in Finland's

main export markets by the distribution of Finnish exports.

This index could also be formed using a double weighting

system which would include the export prices in different

market~ of our most important competitors. As Finland"s

share in any of her markets is small, the difference in these

two methods cannot be substantial. The theoretical justification

for the weighting systems has been discussed in detail by

Hoogland and Schwartz [1971]. The data for the construction of

the export demand variable and the prices of competitors'

exports is given in appendix II.

Commodity imports

Imports based on bilateral trade agreements are also included

in this variable because it seems reasonable to assume that

imports from different areas are substitutes. If bilateral

trade is exceptionally low in any giv~n year, demand is

satisfied by importing goods from other countries

Fluctuations in Finland's imports have been about twice as

great as those in total sales less inventories, d', which is

reflected in the high coefficient for the latter variable.

Figure 4.20. gives an idea of how closely imports follow

domestic production. The problem of very rapidly rising

imports during years of peak GDP growth is evident. The



Fig. 4.17. Commodity imports to Finland in 1951-70, 1000 million marks, in current prices

and annual percentage changes in value, volume and prices
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a priori idea of a linear relationship between imports and

production, if production is the only explanatory variable,

is not clearly valid in the short run, though it may be a

good approximation in the long run. The difference between

the short and long run relationship is analyzed in figure

4.18., which shows volume of imports and GD~ in absolute terms.

If the relationship is approximated by a linear function

between the absolute figures or their logarithms, the cyclical

variation in the import/GDP ratio is not captured. A negative

time trend corresponding to the constant term of the present

equation and a high value for the coefficient of production

in necessary. This high short-run income elasticity of

demand for imports can be explained by capacity shortages

Fig. 4.18. Scatter diagram of absolute GDP and commodity

imports in 1964 prices
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Fig. 4.19. Scatter diagram of annual percentage changes in

the volume of GDP and commodity imports
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in boom years. However, the present equation does not include

any capacity variable as we are not content with the results

obtained this far. We have added an accelerator term ~d' to

capture the effect of the rapid growth in domestic demand.

The estimate obtained for the short-run price elasticity of

demand for imports is 0.594. The main reason for the low value

in Finland is the absence of any real scope for domestic

substitution in several import categories. This lends support

to the pessimistic view about the use of exchange rates to

remedy balance of payments difficulties. Some reasons for

viewing this figure as excessively low are given in Orcutt

[1950] and Aurikko [1973]. In the present specification,

import prices are not adjusted to include the effects of

customs duties and indirect taxes, though domestic buyers

compare prices in markets where these costs are included. We

have tried to construct a series to take into account this

difference by summing all the costs which raise import prices

after Customs and dividing this by the value of imports. These

figures can be added to the import prices to arrive at a price

series which approximates domestic prices l ). However, the

introduction of the new variable does not improve the results.

T~is may be due to the fact that import duties were raised when

the quantitative limitations on trade were relaxed. Additional

variables or dummies are needed to take account of these effects.

When using the model for policy analysis, this more comprehensive

variable may be added for greater analytical precision.

1) See Lehtimaki [1973].
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Table' 4.7. Equation for commodity imports

m.g = 1.924 d' + 3.074 N + .594(p ~Pmg)-1/3 + .334 ~d' - 3.868

(.347) (.757) (.223) y (.282) (1.996)

Method of estimation : OLS

2R = .933 R2 = .910c

Standard deviation of residual, sc(e i ) = 3.685

o-w statistic = 2.197

Additional information: 1951-1953 excluded from the estimation
period single equation residuals (01951:19.182, 01952:15.360,
01953:-12.858) are used as coefficients of the dummies for these
years in connection with the model solutions

Symbol

N

~d'

Explanation

commodity imports, volume

total demand less inventories,
volume

inventory cha~ges, value

implicit prices of GOP

prices of commodity imports

relative prices lagged by 1/3
year

difference in total demand less
inventor ies ..

Mean

10.19.7

5.519.

.858

4.9.66

4.155

1.132

.416

Standard
deviation

11.9.29.

1.431

7.211

6~888

4.320

4.200
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Fig. 4.21. Equa t'io'n for cornmodi ty imports

o
--- - m *g

10

-10

\
\
\o

20 20

% %
30 30

10

-10

-20

1950 55 60 65

-20

1970

1.924 .d I

20

10

o

20

10

o

1950

3.074 N

55 60 65 1970

10

o

-10

1950

10

o

10

o

10

o

1950 55 60 65 1970

.334 ~d'

-:: I:::1-: ,:t
1950 55 60

_:: r-m~,~_::
1950 55 60 65 1970



92

4.2.2.3. Labour input and unemployment

. Labour input

.. I

The variable explained represents the percentage changes in

paid labour input in the private sector measured in

man-years. This is also the variable that is used to deflate

the total wage bill of enterprises to get the average wage

rate in the private sector. Both of these are endogenous

variables in the model. Our method to handle this typical

index problem corresponds to using average wage sum per man-year

as an indicator of wage rate, which may be regarded as "one of

the crudest approximations" 1)

The equation indicates that there is some lag between labour

input and production. The coefficients for gross domestic

product have been determined freely by regression. The term

K, gross profits per total sales, can be interpreted as

representing present profitability and entrepreneurs'

expectations of future profits 2 ). ~fuat was said in connection

with the investment equation abou~ the interrelationship

between factor demand functions also applies here .

1) See Niitamo [1958].

2) This feature has been adopted from the Dutch annual model,
though the definition of K 1S somewhat different, see
Verdoorn [1967].



Table 4.8. Equation for labour input

a = .638 Y + .151 Y-l + .102 K - 2.376

(.060) (.059) (.040) (.421)

Method of estimation: OLS

93

R2 = .912 R2 = 895.c

Standard deviation of residual, sc(ei ) = .849

D-W statistic = 1.990

Additional information :

Symbol Explanation Mean Standard
deviation

labour input in the private 1.884 2.556a sector

Y gross domestic product 5.137 3.330

Y- l gross domestic product in the 5.089 3.292
previous period

K gross profits per total sales 2.058 4.891
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Fig. 4.21. Equation for labour input
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Unemployment

Since 1958 the Finnish manpower authorities have measured

unemployment with the aid of a labour force sample survey

(the size of the sample is 30 000, while the total labour

force is somewhat over 2 million persons). For the earlier

years of the estimation period, the series has been

constructed using the ratio of job-seekers to unfilled

vacancies. The persons who are employed by the public sector

in relief. works are not included in the official unemployment

statistics. It could be argued that the number so employed

should be added to this series. It might prove useful to

explain this broader concept of unemployment and then .reduce

it to·the "present" series by using an exogenous variable.

This is particularly important if the. unemployment rate is

used to determine unused capacity.

The equation can be seen as a combined labour demand and·

labour supply equation. The coefficient of the explanatory

variable, labour input, seems very low. However, if we

think that the supply of labour reacts to the demand for it,

we have

"'s
13

"'d (0 13 1)a = ex + a < <

"'d "'da = a

"'s "'d ex (1 13) ada - a = - -

i.e. ~(as "'d (1 "'d- a ) = - - 13 ) ~a .
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The response of the supply of labour to the demand for labour

is described in figure 4.23. There has been a declining trend

in the participation rate (the ratio of the total labour force

to the number of persons of working age). However, there have

been distinct cyclical fluctuations around this trend. For

example, in 1968, which was a year of severe unemployment, the

participation rate declined by 1.6 percentage units. If there

had been no change in the participation rate the unemployment

figures would have been much worse. As the participation rate

is about two thirds, changes in it must be multiplied by 1.5

to get its effect on the unemployment rate.

The unemployment equation is the most unsatisfactory equation

in the model at present. We are experimenting with more sophisti­

cated equations in order to be able to take into account such

supply factors as changes in the population of working age,

migration and unemployment policy. So far it has been difficult

to include these effects because of inadequacy in the data for

the first half of the estimation period.
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Fig. 4.23. Response of the participation rate to the

demand for labour
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Table 4.9. Equation for the unemployment rate

'" .219 .398DoD = - a +
(.034) ( .109)

Method of estimation : OLS

R2 = .694 R2 = .677
c .-.

Standard deviation of residual, s (e.) = .393c l.

D-W statistic = 1.789

Additional information :

Symbol Explanation Hean Standard
deviation

'" changeDoD in unemployment rate -.015 .673

a labour input in the private 1.884 2.556
sector
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Fig. 4.24. Equation for the unemployment rate
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The model includes a wage rate equation as well as separate

pr~c~ equations for all the. aggregate demand categories

(apart from inventory changes) which have been estimated

directly. As macro-level price equations have to describe

pricing behaviour in a variety of different conditions, this

approach seems natural. The differences in price setting

practices may, for example, be due to the fact that some

sectors of the economy are more susceptible to international

price movements than others l ). Problems of this kind are more

easily handled in sectoral models, where input-output techniques

can also be used.

As shown by table 4.10., the variables in the wage and price

block are highly correlated. The presence of multicollinearity

sometimes makes it advisable to impose a priori linear re-

strictions on the parameters of the equations. We have thus

usually used unit labour costs in the price equations instead

of taking the wage rate and productivity as separate explanatory

variables. Heterogeneity in the different production sectors

suggests that we should consider the relaxation of this

restriction in the future. The ratio between the coefficients

of the cost components in the export price equation has also

been fixed beforehand.

1) This fact has been the object of. much attention in the
Scandinavian countries. See Aukrust [1970] for Norway,
Edgren, Fax€n and Odhner [1970] for Swederi and Molander,
Aintila and Salomaa [1970] and Halttunen [1972] for Finland.
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Table 4.10. Correlation matrix for annual percer-tage changes

in the wage and price variables l )

Pmg Px
I w Pxg P p. Pgc l

Pmg 1.000 .984 .738 .887 .856 .842 .790

Px
I .984 1.000 .708 .888 .836 .820 .754

w .738 .708 1.000 .893 .861 .936 .947

Pxg .887 .888 .893 1.000 .853 .942 .878

Pc .856 .836 .861 .853 1.000 .877 .924

p. .842 .820 .936 .942 .877 1.000 .940
l

Pg .790 .754 .947 .878 .924 .940 1.000

The main determinant in all of the price equations is wage

cost per unit of output, H. The definition which we use for

this variable is somewhat different from the usual one. After

experimenting with different specifications, we followed

Verdoorn and Post [1964] and lagged productivity by half a

year. However our specification differs from the Verdoorn-Post

one in that domestic production, rather than total demand, is

used to calculate productivity.

Another term appearing in all the price equations is the price

of commodity imports. This variable is important in a model for

the Finnish economy because imports make up a large share of

1) If the dominant observations of the Korean boom are excluded,
considerably lower values are obtained.
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total resources. The high correlation between import prices

and domestic prices suggests that domestic inflation is

greatly affected by foreign price developments and e~change

rate policy.

\

The direct estimation of the price equation~ also provides

v
us with a flexible way to evaluate the different factors

affecting p~ice formation l ). We have-tried using capacity
~

variables in the price equations to take account of possible

imbalances between supply and demand. The results were not

satisfactory, and the equations presented here do not include

capacity variables.

Wage rate

There is one equation explaining the wage rate in the private

sector. As we want· to use the wage bill series from the

national accounts in the model, the total corporate wage

bill (including social benefits) is divided by the number

of man-years worked in order to ensure commensurability in

the data.

As can be seen from figure 4.25: the covariation in prices

and wages has been very clear for most of the estimation

1) See Driehuis [1974].



Fig. 4.25. Finnish wage bill in the private sector in 1951-1970, 1000 million marks, and

annual percentage changes in wage bill, labour input wage rate
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Fig. 4.26. Development of the wage rate as measured by the official wage rate index of the

Central Statistical Office and the cost of living index, annual percentage changes,

moving four quarter sum compared with the preceding moving four quarter sum
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\ \

period, and the difference in the average growth rates is the

average change in productivity. Real annual wage changes

were negative only in the second half of the 1950s. This

was due to earlier high r:~~l wage rises and the 1957

devaluation. Compared with wage increases, price rises were·

also high after the 1967 devaluation.

The main explanatory variables in the wage rate equation are

consumption prices and labour productivity. Unlike Molander

[1969], we find that productivity is a significant explanatory

variable. It also seems that the gradual wage rises resulting

from changes in productivity are higher than the productivity

changes themselves. On the other hand, the coefficient of

the price term is as low as .562.

In other studies where a similar specification has been

estimated for a different estimation period, the third

variable of the triad, unemployment, has been found to affect

the wage rate significantlyl). We also include it in our

equation, even though it is not significant (irrespective of

whether the unemployment rate or its first differences are

used) and even though recent experience with inflation has

made many economists doubt the relevance of using this relation

in making practical policy decisions. One reason why our

results may differ from those of other studies may be the

proxy series used for the beginning of the estimation period.

1) See Molander [1969], Halttunen [1972] and Halttunen [1974].
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Table 4.11. Equation for the wage rate 1 )

Method of estimation : TSLS

2R = .400

Standard deviation of residual, s(ei ) = 2.595

D-W statistic = .998

Additional information: 1951 excluded from the estimation period,
in connection with the model solutions coefficient of the dummy
for this year (D195l:8.0)

Symbol Explanation Mean Standard
deviation

w wage rate 7.661 2.903
- -

y gross domestic product 4.917 3.272

a labour input in the private 1. 617 2.334
sector

-6U c?ange in unemployment rate .026 .666

" f ..

Pc consumption prices 4.144 3.380

..

. . . ..

1) For estimation of the equat~on see page 50.
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Fig. 4.27. Equation for th~ wage rate
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In the present specification, a Koyck transformation, which

implies a geometrically distributed lag structure, is used

for the productivity variable. The impact of changes in

productivity on wages is thus felt only gradually. Prices

and the Phillips effect are unlagged in this specification.

Consumption prices

The series which we have used to represent the dependent

variable is made 'up of percentage changes in the implicit

price index for private consumption as derived from the

national accounting statistics. This is natural, since we

want to use price developments together with the volume of

consumption to arrive at the value of consumption. Our

choice of this price index could also be based on the fact

that it is used as explanatory variable in ~he wage rate

equation and as such determines real wage developments

within the model. The cost of living index is also'often >

used for this purpose in Finland since it is kept up-to-date. ,

and published monthly. The strong correlation of,these two

indices means that changes in the cost of living index can

be used to predict changes in the implicit price index.

However, on occasion discussion has been obfuscated by

confusing these two indices. Percentage changes in both

indices are shown in figure 4.28.
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F,ig. 4.28. Relationship. between annual percentage changes

in the implicit consumption price index and

the cost of living index in 1949-1972 1 )
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1) The observation for 1951 (consumption prices rose by 24.6 %
and cost of living index by 16.5 %) is excluded.



Table 4.12. Equa,tion for consumption pric.es

109

Pc = .362 H + .164 Pmg + .207 Til + 2.084

(.196) (.059) (.Q47) (.8511

Method of estimation : TSLS

2R = .852 R2 =.823
c

Standard deviation of residual, sc(e i )

D-W statistic = 1.542

= 1.462

Additional informat±on: 1951 excluded from the estimation period,
in connection with the model' solutions coefficient of the dummy
for this year (D1951:9.0)

Symbol Explanation Mean Standard
deviation

Pc consumption prices 4.144 3.380

H unit labour cost .. 4.418 2.9-75

Pmg price of commodity imports 2.9-80 7.566

T. I incidence of indirect taxes .....132 7.9-l6
1 less subsidies

•
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Fig. 4.29. Equation for consumption prices
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All tr.e exrJ.an<...... tcry vari.ables r.ave ce·ef:ic:"c:lts 'VThicr: are in

line with cur expectations. This relations~j.r is quite

techLical and clese to the one that could be derived with

the aid of input-output tables. Eowever, direct estimation

allows the dynanics of price deterffiination to be taken into

account, for it does not require the instantaneous adjustment

of cost to prices.

Investment prices

The main explanatory variables for the investment price

equation are the same as the ones used in the consumption

price equation, an~ the parameter estimates have about

the same values. The incidence of indirect taxes is not

significant. On the other hand, the introduction of a capacity

variable is successful, reflecting the response of prices to

excess demand, a phenomenon which is not easily detectable in

the consumption price equation. The present specification

does not include this capacity effect, as .the simultaneous

introduction of capacity considerations is left until a later

date. The Koyck transformation is used for all the explanatory

variables. It is interesting to note that the use of this form

of the transformation in the equation for consumption prices

was not successful. The total long-run effect of unit labour

costs on investrrent prices is .363/(1-.155)=.430 and the long­

run impact cf changes in i~pcrt prices is .255/(1-.155)=.302.
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Table 4.13. Equation for investment prices

Pi = .363 H + .255 Prng + .155 Pi-l + 1.086
)" .... (.126) (.054) (.047) ·(.66Z)

< •. .

Method of estimation : OLS
2R = .801

Standard deviation of residual, sc(ei ) = 1.564

o-w statistic = 1.064

Additional information: 1951 excluded from the estimation period,
single equation residual (01951:12.887) used as coefficient of
the dummy for this year

Symbol Explanation Mean Standard
deviation

Pi investment prices 4.19.7 3.140

Pi - 1 investment prices in previous 5.606 7.714
perio.d

H unit labour cost I . 4.418 2.9.75

Pmg price of commodity imports 2.9.80 7 .56.6
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Fig. 4.30. Equation for investment prices
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We have experimented extensively with the omission of various

years from the estimation period, and it seems that the

parameter estimates are quite sensitive to the choice of the

period. Indeed the differences obtained in this way may

easily exceed the differences resulting from the use of

simultaneous estimation techniques. How to determine when an

observation is exceptional is a general problem which

introduces personal judgment into econometric work in yet

another way and indicates once again approximative character

of econometric models.

The present investment price equation is estimated for the

period 1952-1970 as there is reason to exclude the exceptional

observation at the beginning of the 1950s. We have used the

residual obtained with ordinary least squares estimation as

a dummy for 1951 when solving the total model. The same

equation, estimated for the period 1951-1970, is also shown.

Although the coefficient of determination for the latter

equation is much higher (see section 4.l.l.), the standard

deviation of the residuals' in the former equation is much

smaller for the period 1952-1970.
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Investment price equation estimated for the

years 1951-1970

Pi = .719 H + .266,Pmg + .204 Pi-l - .531

(.J,:18) (.0.74) (.062) (.701)

"..
Method of estimation : OLS

2R = .940 R2 = .924c

Standard deviation of residual, s (e.) =
.. c .~

D-W statistic = 1.279

Additional information :

2.140

,

Symbol' ,- Explanation .. Mean Standard
deviation

Pi investment prices .. 5.782 7.558

Pi-l investment prices in previous 6.211 7.9..69
period . ~.. - ",

H unit labour cost .. 5.649. 6.09.9 .,
..

.-

Pmg prices of conunodity imports 4.515 9.9.6Q
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Fig. 4.31. Equation for investment prices

estimated for 1951-1970
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Export prices

The development of export and import prices is shown 'in

figure 4.32. 1 ) The development of both indices has been

similar throughout the estimation period~~xc~pt the Ko~ean. ' .

boom, and the terms of trade have 'not changed markedl"y. The
, .

exceptional behaviour of export prices during the Korean
"

.boom is reflected by the fact that t~e peak of 1951 was not

reached until after the 1967 devaluation. It is thus natural
, "

to exclude these years from the estimation period.

" ..,

The two devaluations of the estimation period, which'occured
"

mainly because Finland's rate of inflation was high in

relation to that of other countries, show that import and

export prices in foreign currencies do not change much and

that export and import pric~s in Finnish marks bear the brunt

of the adjustment (see fig. ~4.33.}. In 1967 the Sterli~g was

devalued shortly after the Finriish mark. As the pound has

been Finland's main trading currency, this event had a clear

impact on the development of ~xport prices (see figure). In

1957 import prices did not rise by the full amount of the

devaluation, because the prices of raw materials and freight

rates fell and because the relaxation ,of import restrictions

1 d t · , , 2)Th d 1 t' t h h de 0 pr1ce competlt1on. e eva ua 10ns seem 0 ave a

1) The figures f6r ~oreign trade prices used in the national
accounts are, prepared by the Customs authorities and are
on quarterly basis. For the analysis of monthly changes in
export and~mport prices, a slightly different series
pUblis~ed by the Central Statistic~l Office is ·used.

2) Cf., Bank of Finland [1959].



Fig. 4.32. Prices of Finnish commodity exports and imports in 1949-1972, Customs' quarterly

index
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Figl 4.33. EesP9nse of commodity export and import prices to the devaluations in 1957 and

1967, Central Statistical Office monthly index
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a slighter direct impact on the price competitiveness of our

exports. A devaluation tends to shore up the competitive

position of the country rather by raising profitability.

Long-term agreements and difficulties associated with rapid

changes in production may be reasons, why firms have not

engaged in extensive price competition in export markets

after devaluation. This does not, of course, mean that the

volume of exports is impervious to changes in relative prices

(see the export equation).

Small countries like Finland are frequently price followers

rather than price leaders. We have used the weighted average

of import prices in Finland's main export markets as our indicator

of price developments in Finnish export markets. To illustrate

this strong dependence, we have presented the regression where

the only explanatory variable is competing prices in figure

4.33. and table 4.13. It can be seen that about 80 per cent

of the total variation in the prices of commodity exports

can be explained by international price movements and exchange

rate changes. This line of thinking is surely worth further

investigation. The results can almost certainly be improved

by using a better price series for competing exports and a

more sophisticated formula for calculating the index (see

the export equation). It would seem natural to use Divisia­

Tornqvist indices in this connection. Attempts should also

be made to use trading currencies as weights.

It proved difficult to include cost considerations, as

represented by unit labour costs and ~mport prices, in the



Table 4.15. Equation (1) for export prices
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p = .906 P , + .838xg x
(.117) (.877)

Method of estimation : OLS

R
2 = .799 R2 = 786c .

Standard deviation of residual, sc(ei ) = 2.964

D-W statistic = 2.118

Additional information : Estimation period lq54-1~7Q

Symbol Explanation Mean Standard
deviation

Pxg prices of commodity exports 4.720 6.218

Px
,

prices of competing exports 4.285 6.137



122

Fig. 4.34. Equation (1) for export prices
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aggregate equation. Because all the explanatory variables

are highly correlated, standard methods cannot readily be

used to identify the effects of different explanatory

variables. For this reason we have taken the ratio of import

prices to unit labour costs to be l:~ on the basis of their

relative importance as suggested by input~output analysis.

According to the equation shown in table 4.14. and fig. 4.34.,

the adjustment of export prices to world market price~..

comes about gradually. A distributed lag is not used for

the other variables, and the Koyck transformation is of

type (4.1.22.). A change in world market prices is followed

by a change in export prices 78 per cent as large in the first

year, 23 per cent as large in the second year, 7 per cent

as large in the third, etc. The total adjustment to world

market prices is about 110 per cent. This is of course only

the ceteris paribus reaction; because all explanatory variables

are highly correlated, a rise in world market prices is

normally followed by a rise in our export prices of the same

order of magnitude. The small coefficients of the cost

variables and the negative constant correspond to this

over-reaction. Even though we are not completely satisfied

with this latter specification, it is used in this stUdy as

a part of the total model.
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Table 4.16. Equation (2) for export prices 1 )

Pxg = •78 0 P I + •189 H + •069 P +. 3 (p - •189 H - • 069 P ) 1 -. 297x mg xg mg -

Method of estimation : OLS

R2 = .569

Standard deviation of residual, s(ei ) = 4.483

o-w statistic = 1.823

Additional ~nformation: 1951-1953 excluded from the estimation
period, single equation residuals (01951:48.805, 01952:-25.100,
01953:-14.880) are used as coefficients of the dummies for these
years in connection with the model solutions

Symbol

p ,
x

H

Explanation

prices of commodity exports

prices of competing exports

unit labour cost

prices of commodity imports

Mean

4.720

4.285

4.876

4.155

Standard
deviation

6.218

6.137

2.734

6.888

1) For estimation of the equation see page 50.
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Fig. 4.35. Equation (21 for export prices
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Public expenditure prices

As the public expenditure variable includes not only material

consumption and investment but also wages paid by the public

sector, it is natural to use unit labour costs as the main

explanatory variable. When the model is expanded, separate

price equations should be constructed for these components.

The wage rate in the public sector can be treated as a

function of wages in the private sector. We have eXFerimented

with treating the prices of public material consl~ption and

investment as linear combinations of other price variables

which are already endogenous.

Table 4.17. Equation for public expenditure prices

Pg = .766 H + .088 Pmg + .118 Pg-1 + 1.679

(.104) (.065) ( .064) ( .669)

-
Method of estimation . OLS.
R2 = .949 R2 = .913c

Standard deviation of residual, sc(ei ) = 1.877

o-w statistic = 1.717

Additional information :

Symbol Explanation Mean Standard
deviation

Pg public expenditure prices 7.121 6.204

Pg- l public expenditure prices in the 8.072 7.312
previous period

H unit labour cost 5 .. 649- 6. 09.9.

Pmg prices of commodity imports 4.515 9.9.60
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Fig. 4.36. Equation for public expenditure prices
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4.2.3. Definitional equations

4.2.3.1.' 'Relations between value, volume and price variables

The model has several identities connecting changes in volumes,

prices and values. We have, for example, an exact additive

identity for the percentage changes in the'value, volume and

price of consumption:

c = Pc + c + .01 cPc

In the linear and linearized versions of the model, the

relationship can be approximated by leaving out the

cross-term, which is small compared with the other terms.

4.2.3.2. Expenditure totals

. ... " .-;.

If we examine'the way the value of total expenditure (= total

resources) is treated in the model, we,will gain some idea of

the function of this type of identity. This expression

indicates that total expenditure is the sum of' the separate

expenditure categories. The identity

,..."" ,..""" f"to"J ,...., ~ _ '"

D = C + I + N + G' + X

between absolute variables, corresponds to the following

identity:
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Fig. 4.37. Ratio of some variables to total demand in

previous period, 1951-1971
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The weights are the shares of 'the corresponding expend-i ture'

categories in total expenditure in the' preceding year. The

weight o~_the stock formation term has been modified to take. ,

into account the definition of N.

A similar identity is used to calculate total expenditure

less inventories and" export-,and import totals. The same type

of identity is also used to derive GOP "and GOP less inventories

on th~"basis of total expenditure and total imports. As was

remarked in section 4.1./ the weights used to calculate volume

changes in aggregates are expressed in constant price terms so

that the figures will correspond to those in the national

accounts.

The changing weights thus take the changing structure of the

economy into account. The weights used to calculate percentage

changes in the value of total expenditure are shown in figure

4.37. to give some idea of how the weights have moved during

the estimation period.



4.2.3.3. Costs and margins
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Unit labour costs

This variable is the main explanatory variable in the price

equations. Its construction is explained in section 4.2.2.4.

Gross profits per total sales

If we define gross profits per total sales as

we have the following expression for percentage changes in

prices

where K' = lOO(6K'/K~1). If we use the absolute values for

1969, we get

The variable AK' is denoted by K in the model, i.e.

'" '" '"K = 100 A ( (Z + F) /D ' ) •

and the expression above has been used to calculate the values

for it.
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4 • 2 •3 .4. Capacity

Capacity is a good example of a theoretical concept which

can be used to give us a deeper understanding and a better

~xplanation of economic phenomena. As is usual with this

kind of auxiliary construct, there have been many different

definitions and several of them point to divergent ways of

making the concept operativel ). This concept and related

constructs, such as capacity utilization, are particularly

important in short-term analysis. With the present model,

for example, capacity utilization could be introduced into

most of the behavioural equations to reflect the fact that

economic activity really depends on capacity considerations.

Besides being an aggregate index of the business cycle

situation, capacity utilization can also be regarded as a

measure of the success of economic policy.

Aggregate capacity utilization depends, of course, on the

degree of utilization of different factors of production.

It would thus seem natural to use a production function to

weight the different utilization rates 2 ). There may, of

course, be special bottlenecks in production which are hard

to take into account in an aggregated capacity utilization

index. All the criticism of aggregate production functions

applies in this context. As it is obvious that capacity

1) On the methodological problems of auxiliary concepts in
science see Tuomela [1973] and Vartia, P. [1973].

2) See for example Klein & Preston [1967] or Hilton & Dolphin
[1970] .
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utilization indices for different factors of production are

correlated, several attempts have been made to approximate

the aggregate measure with an ir.dicator measuring the

utilization of a single factor. We have followed Verdoorn

and Post and experimented with the unemployment rate as an

indicator of unused capacityl). This procedure is also

justified by the difficulties encountered when trying to

estimate the production function. We have no reliable data

on the capital stock or its degree of utilization. One

problem with using unemployment is that there are no reliable

unemployment figures for the years before 1958. For this

period the series have been constructed using the ratio of

persons seeking work at the Employment Service to the number

of vacancies reported.

We have also experimented with a single aggregate measure of

unused capacity, i.e., the ratio of unused capacity to

potential capacity utilization expressed as a percentage.

Potential capacity has been derived by drawing a straight

line between the peaks of the semi-log graph of GDP (see

figure 4.38.). The two measures of unused capacity are highly

correlated and can be used alternatively (see figure 4.39.).

It is usually thought that the existance of a capacity limit

makes itself felt before the ceiling is reached and that its

effect grows non-linearly.

1) Verdoorn and Post [1964], see also Dreihuis [1973] for
experiments with Finnish data, see Willman [1971].
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Fig. 4.38. Construction of potential GDP
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Thus, for example, a shift in the under-utilization rate

from 3 per cent to 2 per cent has a greater impact than a

shift from 13 per cent to 12 per cent. Naturally this kind

of curvilinear transformation of unused capacity can be used

regardless of the way capacity is measured. Generally the

curvilinear transformation is of the form shown in figure

4.40.,so that the effect of unused capacity is relatively

smaller at high rates of under-utilization. In the Dutch

short-term annual model, the relationship between impact of

unused capacity IC and unemployment U is of the forml )

,.." ,.." ,.."

IC = 4.34 In (U + 2) -0.2 U. (4.2.1.)

We have also experimented with this formulation. However,

a less complex indicator of the impact of unused capacity

can be derived by assuming that the following relationship

holds:

,.." ,.."

IC = a + b In (UC + c)

,.."

where UC is any suitable measure of under-utilization.

(4.2.2.)

Corresponding to this, we will have the following approximation

in differences

'" ,.."

~IC = b ~ In (UC + c) ~ b

1) See Verdoorn & Post [1964].

'"~ UC
(4.2.3.)
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,...,
If r-re take AIC ·as th~ explanator~,.variableand let its

p~rameter 'be .determined through regression the value·of b

will be included ,in. the parameter estimate. On the other

hand, the value of c must be chosen on· an a priori basis. If

-we let c =.0,.. we shall h?lve LlIC .equal to multiples of relative

changes in unused capacitYi whic~ corresponds closely t~ our

intuitive idea of the effects of capacity ceilings. The

situation is·much the same as in low temperature phy~ics,

where absolute Kelvin temperatures ar~. of litt~e relevance

and where every step half ~ay towards absolute zero seems to

be equally difficult.

The constant c can also be seen as taking into account the

difficulty of finding an "objective" capacity ceiling

indicator. Should we use. some other labour force concept or

should potential GDP be.c per cent higher? In. this_ connec.tion

operating on a ratio scale means that capacity ceilings

cannot be exceeded. In other words, we are dealing with

absolute ceilings and not ,with a "normal" or "optimal" concept.

To arrive at the degree of absolute unused capacity, a positive

constant c must be added to these measures.

The value given to constant c determines the impact on other

yariables. The. smaller c is, the stronger the non-linearity

and the stronger the impact a given change in unused capacity

at low values of unused capacity relative to the same change

at higher values of unused capacity.
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Definition (4.2.2.) implies symmetric effects when coming closer

to or going further from a given level of capacity utilization.

Approximation (4.2.3.) entails asymmetry so that the impact of

unused capacity is smaller \'lhen moving to\'lards the ceiling

than when moving away from it. As our intuitive idea is

rather the other way around, it may be useful to try

calculating changes in the form

/"oJ

AlC = b AVe
dt+C

(4.2.4.)

With c = 2 and b = 1, the relationship shown in figure 4.40.

is obtained.

Fig. 4.40. Form of the impact of the capacity variable with

c=2, b=l
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Unused capacity has been measured both with unemployment and

the GNp· gap'. During the estimation period, unemployment varied

between 1 and 4 per cent and the GDP gap between '0 _. 10· per

bent so that the rton-linearity gene~~ted by constant 'c' is

greater when unemployment figures 'are used.

Capacity is not used as an explanator~ variable in any of

the behavioural equations of the version of the model presented

here. When capacity effects are introduced, they should be added

simultaneously to several relationships. Thus, for example, if

we have only one capacity variable, and it is ..present in the

export equation, we would like to have it in the i~p.or.t .

equation. We have succeeded in adding capacity variables to

the export equation, but there are still difficulties wi~~ the

import equationl ). We have also experimented with capacity

variables in the investment and price equations. However, we

are not con.tent with. th~ results obta.ined so far., Capaci ty

considerations introduce a longer memory into the equation

system, and there are difficulties in combining this with the

,short-te~~ character of the model. It seems that with
-

percentage changes it is more natural to take changes in

unused capacity, rather than the level of unused capacity,

as the explanatory' variable,' which is more appropriate·

when using absolute variables. This does not mean that

closeness to capacity ceilings could not be taken into

1) The difficulty of including capacity variables in ~quations

describing Finnish imports has also been mentioned by
Aurikko [.1973], where absolute variables were used.
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account. If, for example, we use relationship (4.2~3.) between

changes in capacity and changes in other variables, the

distance from the capacity ceiling will be taken into account

'" 1)by the term b/(UC_ l + c) .

However, there is sometimes reason to experiment with

relationships where relative changes are explained with the

level of unused capacity (cf., e.g., the Phillips-effect where

unemployment and not changes in unemployment is usually used

to explain changes in the wage rate). ~fuen unused capacity

is measured by the GDP-gap, it corresponds to inverted and

shifted deviations of GDP from the logarithmic trend. Using

logarithmic rather than percentage differences we have:

'"UC = 100
""**y

In (--L)
""
Yt

(4.2.5.)

where Yt is the observed and Y~* the potential gross domestic

"'*product. If Yt -is the corresponding logarithmic trend value

and if capacity and trend output grow at the same rate, we
""y**

have In (-i-)=K=constant. Thus
""y*

t

"" (In "" "" "" ""UC = 100 y**-ln y t) = 100 K+ln Y*- In Ytt t

""

100 K - 100 In(
Yt

) (4.2.6.)=
""*Yt

I} Cf., Chapter 6 for a discussion of the methods of solution.
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Furthermore, for differences in unused capacity, the following

relationship holds:

'"~uc

Y
= -100 llln(--!:.) =

'"y*t

-lOO[61n "'y - ~ln v*] ~ a-yt Jot t (4.2.7.)

where a is trend growth and Yt is the observed growth rate in

gross domestic product. This relationship has to be kept in

mind when interpreting the results of regression in

which percentage changes in the variables are used together

with first differences of unused capacity as measured by the

GDP-gap. Percentage changes in gross domestic product and the

GDP-gap are shown in figure 4.41.



Fig. 4.41. Comparison of GDP-gap (below) and percentage changes in GDP (above)
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1 ) j -
~ .~ .~ .~ . I~comes

Labcu~ inco~e

Labour income in the private sector is found by maki~g use

of the identity between man-years a and the ~age rate w.
Thus for the total ~lage bill i~ t~E private sector, WE have

W = a + w + .01 aw

The wage bill of the public sector is treated as part of

public expenditure.

Non-labour incone

Non-labour income, which includes all income other than

income earned in the private sector, is treated as a residual

"J "J "J "" "J

D W T. 1 M F 1
2 = (-=l)D - (-=l)W - ( 1- )T. - ( --l)M - (---)F

"J "J "J 1 "J ""2
-1 2-1 2_ 1

2-1 2-1

""According to this definition, 2 consists of the income of

unincorporated enterprices, property income of households,

corporate saving, direct taxes on corporations, compensation

of employees by the public sector, and general government

income from property ownership and enterpreneurial activities

and net factor income sent abroad less the interest paid on

public and consumer debt.
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Fig. 4.42. Covariation in the two non-labour income

variables
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When Z is used to explain private investment, some of the

items it now includes should be removed so as to better

reflect the financing potential and profits of the private

sector. In principle a series comprising the first three

non-labour income components mentioned above would be a

better explanatory variable in the investment equation.

However, the items that should be removed are very stable

and do not contribute much to the fluctuations in the

aggregate series. These two series are compared in figure

4.42.
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Disposable income

As it is difficult to break down income transfers according

to the functional distribution of ·income, v!e have used

aggrega te disposable income in the model. Thi.s is

'"constructed by adding net income transfer~ 0 to the sum

of labour income and non-labour income:
,,
,,'

If we define 0 = lOQ

'" '" '"W + Z + 0

,.,..", f""twI i-

(W+Z)_l

"""-J ,..,." ,...., I"'tJ I"'tJ ".."",

W+Z+O-W -Z -0
= lOO[ -1 -1 -1]

(W+Z)~l

'" '"W_ l Z
- ( )W +( _. ~lD )Z- '" '" D .- .-

(W+Z)_l (W+Z)_l

'" '"(W+Z)_l
+( )0

(W+Z)~l

This is the form in which the equation enters in the model.

'"The definition of non-labour income makes it clear that 0 must

also include some items which are not strictly transfers
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between the public sector and the households. To arrive at

household disposable income, (W+Z)D, net factor income sent

abroad, general government income from property ownership

and entrepreneurial activities, corporate savi~g, direct taxes

on corporations and net income transfers to the rest of world

must be deducted from the sum of labour and ~on-labour income,

'" '"W+Z, and interest·on the public debt must be added to it.

Several of the changing weights used in connection with the

different equations of the model provide interesting information

on the development of the economy. For example, in the equation

for non-labour income, we have the ratio W/Z describing the

functional distribution of income. This ratio follows the

general cyclical pattern observed in market economies, i.e.,

W/Z is low in booms and high in recessions l ). We have shown

the changing weights used in the non-labour income equation in

figure 4.43.

1) See Evans [1969] p. 287-289.
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Fig. 4.43. Weights of the non-labour income equat i 9 n
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4.2.3.6. Taxes

The public sector is taken as exogenous in the model. The

series for indirect taxes minus subsidies is formed by taking

With
f'V

D.
l

total demand less inventories and mUltiplying it by an
f'V

T.
lf'V

exogenous aggregate tax incidence factor Til =

percentage changes, we have the indentity

T. = T. I + Of + .01 T.' • 0'
l l l

so that tax receipts are endogenous. Even though Til is

exogenous in the model, its values are affected by the values

of the endogenous variables. Since this variable is calculated

outside the present version of the model, consultation between

those responsible for the exogenous variables and those

forecasting with the aid of the model is necessary.

Direct taxes and other income transfers are also exogenous.

They enter the model through the net income transfer variable

o (see disposable income).
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LIST OF EQUATIONS

Domestic expenditure categories

2.

3.

i = 3.169~Y'_3/4 + .355 Z + .582 Z_1 - .756 Pi - .466

N = .321~d'_l/2 + .037~Pmg - .369 N_1 + .685

Foreign sector

5. mg = 1.924 d' + 3.074 N + .594(py - Pmg 1-1/3 + .334~d'

- 3.868

Labour input and unemployment

6. a = .638 Y + .151 Y-l + .102 K ~ 2.376

7. ~ff ~ - .219 a + .398

Wages and prices

8. w = .562 Pc + .900(y - al_1/ 2 - .846~U + .4(w_1 - .562 Pc-1

9 .

10.

Pc = .362 H + .164 Pmg + .207 Ti + 2.084

P . = .363 H + .255 P + .155 P + 1.086
~ mg i-I



11. Pxg = .780 pi + .189 H + .069 P + 3 (p - .189 Hx mg . xg

- .069 Pmg )-l - .297

12. Pg = .766 H + .088 Pmg
+ .118 Pg - 1 + 1.679

Definitional equations
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13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

c = c + P + 0.01 cPcc

I = i + p. + 0.01 ip.
1 1

G = 9 + Pg
+ 0.01 gpg

X = x + Pxg
+ 0.01 xgwPgwgw gw

M = m + P + 0.01 mgPmg9 9 mg

X = x + Pxg + 0.01 x e Pxge e

X = x + Px + 0.01 xPx

y = y + Py + 0.01 YPy

D' = .452 C + .155 I + .217 X + .175 G

d' = .468 c + .152 i + .219 x + .162 9

D = .433 C + .149 I + .958 N + .208 X + .168 G

d = .452 c + .147 i + .966 n + .211 x + .156 9

y' = 1.260 d' - .260 m

Y = 1.250 D - .250 M
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28. Y :::: + 1.249 d - .249 m

29. x = .824 x + .176 xg gw e

30. x = .819 x + .181 xg s

31. X = .824 X + .176 Xg gw e

'32. X = .826 X + .174 Xg s

33. m = .885 mg + .115 ms

34. M = .872 M + .128 Mg s

35. H = w - (y-a)-1/2

36. K = Pd' - .325 w - .093 T! - .210 Pm1

37. ~GAP = 4.71 - Y

38.
I'V

~IC = .38S~GAP

39. W = a + w + 0.01 aw

40. Z = 3.167 D - .985 W - .288 T. - .637 M - .256 F
1

41. (W+Z)D = .62S"W + .634 Z + 1.259 0

42. T. = D' + T! + 0.01 D'T!
111
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The transformations used in the model allow us to estimate

and manipulate basic non-linear relationships with techniques

developed for linear systems. The standard linear model with

constant coefficients (in its structural form) is written:

A2: K

(4.3.1.)

(4.3.2.)

Here ~ is the vector of endogenous variables, z the vector

of predetermined (exogenous and lagged endogenous) variables,

A and B the corresponding parameter matrices and u the vector

of disturbances. Lagged exogenous variables are defined as

new exogenous variables. K is a set of sentences, which

include all other a priori information relevant for the model

(the set of a priori feasible structures) not included in

Al e.g. knowledge of the value or range of a parameter,

assumptions about disturbances, etc.

With this kind of model, we have to ignore the cross-terms

appearing in some of the identities. Capacity effects must

be taken as linear and constancy of the structure (i.e. A

and B) is required. The exogenous (but not the lagged

endogenous) variables may include non-linearities. If non­

linear relationships are· required by the economic theory

used, they have to be linearized~
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In many cases standard linear model describes empirical

phenomena almost as well as more sophisticated "play

processes" 'and' Occam's razor should be kept in mind when

elaborating our model. On some occasions, however,· it is

desirable and pos'sibl'e' to be more "accurate". The

alternative versions of the model presented'below reflect·

an attempt to introduce greater sophistication to the

system.

Linear model for each period:

AI: Yt = AtYt + Btz t + F(yt-l,···,yt-n,Zt,···,Zt-m) + ut
(4.3.3.)

A2: K' - :. .

This version makes it possible to allow for structural

changes in each period. Non-linear combinations of the

lagged endogenous variables (linear combinations are

included in Zt) can also be handled. We can also use

different linearizations .of the capacLty equation for

each period and, e. g., ratios of the levels of lagged

endogenous variables as explanatory variables. For

calculating the value of F we have to ·have an additional

non-linear block, if we. want to move from one period to

another. The changing structure of the economy (in the

long run and over the cycle) can be taken into account by
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using changing weights in identities (different At and Bt )

for each period. In Finland these weights vary rather much

from year to year (see fig. 4.37. and fig. 4.43.), and

performance of the model changes somewhat when this

refinement is introduced. In the same way we could introduce

changing coefficients into the behavioural equations, but

this is not done in the present version. However, the

cross-terms cannot be handled adequately in this framework,

and a further refinement is needed.

Problems of estimation and solution are generally encountered

when non-linear models are used. As our behavioural equations

are introduced and estimated in a linear form, the difference

between our non-linear version and the previous version is

not great. The only non-linear elements in the present model

are identities with cross-terms and the definition of the

impact of the capacity variable. The addition of non-linearities

may thus be seen as a correction to a linear model.

Non-linear model:

AI: Yt = AtYt + BtZt + R(Yt'···'Yt-n,Zt,···,Zt-m1 + u t

(4.3.5.1.

A2: K" (4.3.6.1
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This vers~on can also be so~ved using iterative techniques

which are· based on the pres-upposi tion that we are no·t very

far from the ~inear model. We have' developed computer

routines that explo-i·t thi:s fact (see Chapter 6.).

The approximation-oriented approach to model building leads

us to start 'l/ii th a s'imple st'andard" model and to add

complicating refinements s.tep by step. Besides, the

simultaneous use of several versions is justified .by

different uses of the model. Generally the standard linear

version of the model is very handy' when one wants to

evaluate rapidly "the effects of a change in the endogenous

variables, or to assess exogenous shocks resulting from

policy measures. The appioximate character of the results

and the relative importance of complicating factors can

subsequently be explored by using more sophisticated

versions.
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155

The model has been estimated using data for the years 1951 -

1970. Because of the lags, this has required knowledge of the

level of variables as far back as 1948.

The use of more complicated models and the development of

computational methods have generally led to the introduction

of more advanced estimation techniques. Controversy on the

relative merits and demerits of different methods continues,

and we must face the fact that the choice of estimation

techniques for use in conditions which are unknown and likely

far from ideal will always remain a difficult questionl ) .

The present version of the model has been estimated mainly

with the ordinary least squares method (OLS) , which can also

be regarded as an( inconsistent) "simultaneous estimation

technique" that does not take any simultaneity between the

equations into account. Theoretical results of the simultaneous

1) Cf., Fisher [1965]. Y. Vartia will treat questions of this
sort in a forthcoming study on stochastic specification
and estimation of the model.
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estimation methods deal primarily with asymptotic properties,

and their use requires strong assumptions about the structural

and stochastic specification that clearly do not hold in most

empirical work. The disadvantages of OLS compared with other

methods become much less evident in actual small samples when

we know that there are bound to be specification errors in our

"'play process". Because of its simplicity, OLS requires less

time and money. Besides, the appropriate computer programs for

e.g. the two stage least squares method (TSLS) with principal

components or for the limited information maximum likelihood

method (not to mention the full information methods) have not

been available in Finlandl ) .

Moreover, in the early stages of constructing a model, various

economic specifications must be examined, and this affects the

perf:ormance 0f 'the model more than the choice of the estimation

technique. Sophisticated methods that'seem to be sensitive to

spec~fication errors·can be used once the economic specification

of the model is' set.'

However" in' estimati'ng some parts of the model, we can take into

accouht simultaneity. We can use a priori i~formation to set

values for" tho-se parameters, whose OLS-estimates we, expect to

be biased. The introduction of recursiveness (even'lags of less

than a'year) will also help in this respect. For the key

simultaneous blocks, such as the wage-price block, we can use

1) This has not prevented the use of these methods in some
studies, which deserves special mention.
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simultaneous estimation techniques inside the blocks and forget

about simultaneity with the rest of the ~odel. In the version

presented here we have proceeded in this way using different

estimation methods and personal judgment. The TSLS-rnethod has

been used to estimate the parameters of the wage-rate and

consumption price equations l ). vlith small blocks the number of

predetermined variables is small, the degrees of freedom are

adequate and principal components need not be used. According to

our experiments the results do not differ much from those

obtained using the TSLS method with the principal components

of the predetermined variables of the complete model.

Different estimation techniques form an interesting field of

investigation, and it is our intention to estimate the model

using simultaneous estimation techniques in order to assess

the impact of different estimation techniques on the performance

of the model. As our model is based on annual data problems

introduced by simultaneity require more attention than in the

case of, e.g., quarterly models.

1) A similar method was used in Juhani Hirvonen [1971]. We should
here distinguish between two modes of analysis: a) specifi­
cation of a block-recursive model (possibly wrongly) and the
subsequent application of "correct" estimation methods and
b) estimation of a priori selected blocks of a truly
simultaneous model by methods suitable only for block­
recursive systems.
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6 . METHODS OF SOLUTION

The standard linear model of (4.3.1.)-(4.3.2.) lends itself

to the simple estimation and solution techniques which have

been developep for linear systems. The reduced form that

corresponds to the structural form (4.3.1.) is

;Lt = -1 -1(I-A) BZ t + (I-A) u
t

(6.1.)

Corresponding to this, we have, for a given year (a realization

of .the. process),

-1 -1= (I-A) . BZ t + (I-A) u t (6.2.)

Here Yt and u t are the actual values of the corresponding random

vectors. Of course, only Yt and Zt are observable; u t cannot be

observed unless we know A and B. If they were known and the

standard assumptions of the {ut}-process were va id l ), we could

use the expected value of ;L given Zt to predict Yt (a single

realization of ;L)

-1= (I-A) ~Z't (6.3.)

..I
1) See Goldberger [1964] p. 299-302.
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This implies using the "mean value ll E(l.t1zt) of the conditional

distribution of (Z/Zt) (the median Md(l.t1zt) might sometimes

be considered a "better" predictor) as a predictor for a single

unknown observation Yt' Actually the assumptions of linearity

and those concerning the {ut}-process are very restrictive,

-1
but we can use (I-A) Bz as an approximation of the true

(probably non-linear) function H(Z) = E(l.lz). This choice is

justified by linear prediction theory.

By analogy, we can proceed as follows. Denote the estimated

model by

(6.4.)

where Yt and Zt are again vectors of the observed values of

the endogenous and predetermined variables, ~t is a vector of

the single equation residuals and ~ and ~ are the estimated

parameter matrices. As can be seen, the model solution

residuals given by ~ -IA This shows that the modelare (1-) e
t

.

solution residuals are linear combinations of the single

equation residuals, their interrelationship being described

A -1
by the inverse (I-A) . For example,the.model solution residual

for the volume of private consumption ·depends on the single

equation residuals for the other variables, in this case, e.g.,

the weight of the investment equation residual is about 0.18.

AIn actual ex ante forecasting situations e t is unknown and is,

in the simplest case, replaced by a zero vector. By analogy
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with (6.3.), we can use the systematic part of the estimated

model

(6.5.)

as an estimate of the expected value of Z given Zt. This

systematic part is also an approximation of the linear

predictor, pred(~lzt),i.e.

(6.6.)

In the following section we examine the application of

slightly different versions of the estimated model (6.4.).

The numerical values of the parameters have been given and

discussed in connection with the structural specification

of the separate behavioural and definitional equations (see

section 4.2.).

The estimated reduced form equation (6.5.) includes information

on how the endogenous variables react to changes in exogenous

ones and it can be used in (short-run) impact multiplier

analysis. Usually only the sub-matrix (I_~)-l~, which relates

the endogenous variables to the exogenous variables, is

referred to as the matrix of impact multipliers. A modified

model solution resulting from a change in the predetermined

variables can be written

(6.7.)
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Fig. 6.1. A schematic presentation of prediction when z and

:i. are scalars
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The change ~y in the endogenous variables caused by ~z is thus

(6.8.)

This relationship also shows how forecasting errors in the

exogenous variables or corrections in the lagged endogenous

variables (i.e. z) affect the forecasts.

On several occasions we may also have knowledge of some

autonomous changes ~yaut in endogenous variables, which are not

explained by the relationships present in the model. For

example we may expect private investment to be unusually large

due to changed expectations not taken into account by the

investment equation, on the basis of disaggregated data we may
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know that response to price changes will not'be in aocordance

with the aggregate equationl ), consumption habits may change

because of speculative purchases, we may want to take into

account decline of exports due to harbour strikes, there may
~ .

·be exceptional behaviour of the variables due td institutional

changes, etc. ~en making forecasts for the present year, ,we

may even with ~onsiderable accuracy measure these kinds of
...

autonomous 'changes, if- they have been realized in the beginning

of th~ per~od or ar~,due to exceptional behaviour in the

previous period. How does a change like this affect other

variables and how is the variable itself affected when

feedbacks from other variables have been taken into account?
r

If we have reliable information on the value of the total

annual change in some endogenous variable we may, of course,

make this variable exogenous in the model and place it at the

given value 2 ). Flexible use of the model for forecasting as

well as for analytical purposes often requires that some of

the variables in the model solution be given specific

(desirable, expected or realized) values. We shall refer to

this process of removing a behavioural equation as

exogenization. Let us denote our model solution by

(6.9.)

'I
. , I

1) See section 7.5. for an example.

2) This has some implications for the estimation of the
parameters of the model since we are in fact dealing with
another model, but we will not discuss these questions here.
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In our case F takes the form (6.5.) or slight modifications

of it.

An easy way to perform a given exogenization can be seen, if

we write the model in the forml )

Here Yt is the vector of realized (or a priori fixed) variables

and the diagonal matrix E indicates the variables that are

exogenized. The i th diagonal element of E equals 1 if and only

if the i th endogenous variable is exogenized, otherwise it is

zero. Notice that the exogenized model can be interpreted as a

weighted average of the original model and the completely

exogenized model, the weights being (I-E) and E respectively.

The above method of exogenization can be programmed easily and

is now a standard option in our computer programs. Exogenization

provides a straightforward method of analyzing the effects of

a particular equation or group of equations on the model

solutions. The possibility of easily evaluating the importance

of various equations, as regards the overall performance of

the model, is also an advantage in the construction of the

model and may help to find its critical parts.

On the other hand, if our knowledge does not permit us to

exogenize a variable, we may use the equation to describe the

1) This idea is due to Y. Vartia.
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basic behaviour and interpret the outside' information in

"terms of the error e t in (6.4.). Thus we may expect, e.g.;

the growth in the volume of private investment in a given

year to be one percentage unit higher than under '. II norr:1al lf

circumstances, even if we do not know what the total change

under- "normal" circumstances, as described by the investment

equation, would be. In ~~ses like this we may use the extra

information to set a "guestimated" value for the error term

~t' in the particular year, i.e.

b.yaut =
t

(6.10.)

where b.y~ut is the vector of autonomous changes. Generally

taken, the corrected solution ~~ is given by

(6.11.)

Corresponding to (6.4.) and (6.5.) above, we have

(6.12.)

The resulting change due·to autonomous changes b.y~ut is thus

= 9~ - ~t (6.13.)

." !
And it ·is seen that the "effect of autonomous changes on the

other variables and on the variable itself, after feedbacks

during the same period are taken into account, is given by

" -1the inverse (I-A) .
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By combining (6.7.)"and (6.12.) the modified model solution

can 'be written

(6.14.)

In other words a given change in y can be produced by a

suitable autonomous change in y, an exogenous change in Z 'or

a change in both variables. More generally, we can investigate

the interdependence of the endogenous variables using only

matrix (I_~)-l, disregarding the way in which the level of P
is determined. As Bz is often of smaller dimension than z,

it is also easier to handle, and for this reason (I_~)-l may

be used instead of (I_~)-l~. This matrix can also be used.to

set some variables of the model solution at desired values by

subjecting them to an autonomous shock and taking the effect

of £eedbacks into account with the diagonal elements of the

inv€rse. It should be pointed out that this kind of

manipulation of the model is equivalent to setting these

variables at the desired values by exogenizing them. The

effects on other variables will be just the same.

With the standard linear version of the model, the matrices

(I_~)'-l and (I_~)-l~ are conitant for all 'the years. The version

(4.3.3-4.) of the model permits similar short-term multiplier

analysis, but as the structure changes from one year to the

next, so do the impact multipliers. For some years the cross-

terms in value-volume-price identities are not negligible,
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but for the estimation period we can correct these identities

using the "actual cross-terms. This "means introducing additive

terms (different each year) into the definitional equations.

The inconsistency resulting from the deviation df the observed

cross-terms from the model solution ones is small, since for

the period examined the realized and solved variables do not

differ very much from one another. The same procedure may of

course be used "in actual forecasting sit~ations. This method

will give "more consistent" results and is to be preferred to

leaving the cross-terms out totally. R~placing the observed

cross-terms by "those obtained by solving the mode~ allows us

to reach perfect consistency after a few iterations. If this

procedure is formalized and programmed for the computerf.. a

non-linear solution method results. This addition of cross-

terms to the equations is formally equivalent to using the

error-term "gues timation" presented above.

When using the non-linear variable Ie vlhich describes the

impact of unuseo capacity, the version (4.3.3-4.) may be used

if we linearize the relationship be~ween changes in unused

capacity and its impact as was shown in section 4.2.3.4.:

b '" '"I::iUC = k I::i UC (6.15.)

I

Thus no non-linearities will exist between the endogenous

variables. The value of k can be calculated beforehand for

each period when we know the level of unused capacity in the

previous peri~d. An exact relationship requires non-linear

solution techniques.
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The impact multipliers of the matrix (I-~)-lt take into

account the simultaneity of the system, but only feedbacks

in the same period are allowed for. If the predetermined

variables are all exogenous, there are no intertemporal

feedbacks between the endogenous variables, and the reduced

form will describe completely the impact of the exogenous

variables on the endogenous variables. In these circumstances

we would also have a full account of the dynamic properties.

However in our model, as in most, there are lagged endogenous

variables among the predetermined variables. We thus have a

system of difference equations in which changes in the

endogenous variables will affect other variables in the

future. The dynamic properties of the model are thus an

interesting area of research.

For analytical work, a model with complete linearity and

constant structure, i.e. (4.3.1-2.), is practical because the

effects of different policies are then additive in time. The

principle of superpositionl ) for linear systems holds: no

knowledge of the absolute values of y or z is required if we

want to analyze the difference (~Yt' ~Yt+l""} in the time

path of the endogenous variables resulting from a change in

policy, ~Zt' or an autonomous shock ~y~ut. To show this let us

denote the deterministic part of the estimated model (6.4.)

again by

K 1\

= ~Yt + Y + L ~ Y + Bz
o T=l T t-T t

1) See: Zadeh-Desoer [1963] p. 144-152.

(6.16.)
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where Yo is the vector of single equation constants, Zt the

vector of exogenous variables when the constant 1 has been

removed, Yt-T the vector of endogenous variables lagged by
1\ 1\

T periods and B and A the corresponding matrices. \'le have
T

thus

..

For the difference between two input series

and between two corresponding output series

with the same initial conditions, we have

{Z(l)}
t

{y(l) }
t

and

and

(6.17.)

{Z(2)}
t

{y (2) }
t

(6.18.)

Thus we can use the model (with the constants y removed)
. 0

directly to give us the differences in the effects of

alternative policies by inserting differences in policy

variables. Furthermore, as the constants Yo cancel out,

mUltiples of the {~Zt} series correspond to multiples of the

{~Yt} series, which is not true for the original {Zt} and

{Yt } series. The way a linear model can be used for long-run

multiplier analysis is not discussed here, since several

textbooks include passages where these standard procedures
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are explained l ). These methods can be used for several

purposes. However, compact formulas for obtaining multipliers

may give an erroneous idea of the work involved in practical

situations when the 'number of equations in the model is great.

We shall consider simulation to be the process of solving a

problem numerically, when analytic methods are impossible,

difficult or for some other reason'not to be preferred. An

example of the use of analytical methods can be found in

multiplier analysis (impact or dynamic). The same problem

can often be 'solved with both methods. For example the

results of chapter 8.3., which deals with the impact through

time of policy measures, on endogenous variables are derived

using simulation techniques. As the standard linear version of

the model was used for the simulations, equivalent results.
could have been obtained through multiplier analysis.

Non-linear models, e.g. version (4.3.5~6.), generally

do not lend themselves to manipulation with algebraic methods.

For example traditional multiplier analysis is impossible.

Comparison of different policy alternatives requires the

solution of the model for each .combination of instruments and

the differences in results depend on the levels of y and z.

Similarly, the response of the endogenous variables as to a

given policy alternative in a specific year depends not only

on the level of the prede'termined variables in the' base year

1) See e.g. Dhrymes [1970].
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but also on. the values of ,exogenous variables o.f.:·the.years

between .. In other .words, effects are not additive, and we .

have to determine the ·time paths o·f tbe:endogeno.us variahles

for each policy'combination and then'compare the results.

Non-linear models require good knowledge of the policy

alternatives - even knowledge of decisions which will be

made in the future.

As was ment-ioned in section 4.3. our "non-linear" version

of the .model,can be ~olved by exploiting the fact that the

model is very close to linear. The appropriate solution

techniq~es have been developed in RIFE by Y. Vartia and

programmed by H•. vajanne l ). Also a programme for solving

non-linear models which was deve~oped at the Bank of Canada

has been used 2 ) •

1) The solution technique combines matrix inversion and
iteration; a research report is being prepared.

2) SITRA (Finnish Nation~l Fund for Research and Development)
organized a group of economists to consider the shortage
of standard economic package programs in Finland. Two
programs SIMULATE and MASSAGER were received through the
Link-project largely due to the efforts of the Bank of
Finland. For our purposes, however, SIMULATE has proved
inefficient and expensive compared to our own programs.
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7 .1 .

TESTING THE MODEL

General

171

It is difficult to separate the verification of a model from

its construction. Logical requirements, a priori beliefs and

the model builder's ideas about economic behaviour influence

both the construction and testing of the model l ). Moreover,

some of the a priori ideas are modified substantially in the

course of constructing the model.

The validity of a model depends on its ability to describe,

analyze and predict events. We have already emphasized that

econometric models should be used with the forecaster's

judgment. This also has implications for testing the model.

There is some evidence that econometric models together with

personal judgment may perform better in real forecasting

situations than the fit obtained for the estimation period

suggests 2 ). Thus if we test the model only on the

1) See, e.g. F.M. Fisher [1966].

2) Evans, et ale [1972].
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basis of model solution residuals and without "fine tuning",

we are ap~ to underrate its usefulness in real ex ante

situations. In the following, however, the residuals of the

model are analyzed in the traditional way. It is a mistake

to suppose that the model is designed to give an exact

prediction of the values of the endogenous variables for

each year. Forecasts are conditional expectations, and the

erros terms' are usually assumed to have zero expectations.

If we have outside information about the error terms, this can be

taken into account when making predi~tions (see Ch. 6. and 8.).

7.2. Model so.lution residuals during the estimation period

It is natural to compare the residuals obtained when all the

endogenous variables are simultaneously solved for using the

equation system with the residuals obtained with single

equations when using observed values for all the explanatory

variables~)This is particularly interesting since the model

has primarily been estimated with the ordinary least squares

(OLS) method and not with proper simultaneous estimation

methods. It is natural to expect the model solution residuals

to be somewhat larger than the single equation residuals, but

if they are very much larger there is something wrong with

the thinking behirid the model. It is clear that even if all

the individual equations ,are well designed, the model itself

1) The results presented in this chapter are obtained with
the non-linear version of the model. In section 7.5. the
volume of inventory changes has been approximated by
setting n=N (see page 74.) in equation 25. (see list of
equations on page l48.), in other sections it has been
replaced by its actual value.
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need not be. This annoying fact, which we and many others

have encountered, is just one element that complicates model

building.

The single equation residuals of the behavioural equations

have already been presented. In the following, model solution

residuals are shown for some variables.

In figures 7.la.-d. we present model solution residuals for

private consumption, private investment, multilateral commodity

exports, imports of goods and consumption prices, all of

which are variables explained by behavioural equations. The

corresponding single equation residuals are also shown. As

may easily be seen, the degree of simultaneity for the

variables varies. For example, exports are determined mainly

by exogenous demand factors and lagged price effects. The. only

unlagged endogenous variable in the export equation is export

prices and it has a small coefficient. Model solution residuals

for this variable are thus very close to the single equation

residuals. To give an idea of the model solutions also for some

aggregate variables in different years, we have presented model

solution residuals for the volume of gross domestic product,

the volume of total demand and prices of gross domestic product.

The analysis of these two sets of residuals is of great help

in understanding the structure of the model. As was shown in

Chapter 6., there is a simple relationship between the two

sets of residuals in linear models:
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Fig. 7.1a. Model so~utiQns in ,1951-1970 for some of ' the main

variables and the correspondi.ng residuals ~*
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Fig. 7.1b. Model solutions in 1951-1970 for some of the main

variables and the corresponding residuals ~*

compared with single equation residuals ~
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Fig. 7.16. Model solutions in 1951-1970 for some of the nain

. variables and the corresponding residuals ~*

compared with single equation residuals ~
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Fig. 7.1d. Model solutions in 1951-1970 for some of the main

variables and the corresponding residuals ~*

compared with single equation residuals ~
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(7.1.)'

where ~*, i's' the ve-ctor of model solution res'iduals and At e t

the vector of single equation residuals. The degree of

simultaneity e.g. for th~ ~xport e9u~tiQn di~cussed above,

can thus be v,erified' 'by 'the el~ments' of "the row o~f (I_~)-l

that correspond to the expo~,~" 'equation.·, Generq,lly the effect

of the simultaneity "twist" is strong if and on~ly if there

are large off-diagonal elements in (I_~)~l. If there is no

simultaneity, (I_~)-l is an identity matrix (~ is a zero

A* Amatrix) and e t = e t . As we have used non-linear version

(4.3.5.-6.) of the model for obta~ni~g the,. model solution

residuals presented in this chapter, the relationship (7.1.)

is only approximate. However, it is a very good approximation.

The matrix (I_~)-l for the corresponding linearized model

varies slightly for different years because of structural

and cyclical .changes in the economy. This matrix for 1970

can be found in'appendix III. At the moment the simultaneity

of the model is quite strong as can be seen from the inverse

(I_~)-l. One possibility that we have explored is the building

of a simultaneous model which would first contain little

simultaneity. Then more simultaneous links could be added

step by step. This would make it possible to obtain some idea

of the effect of different links on the results. D'fferent

degrees of simultaneity can ~e introduced, e.g., by changing

the lag structure.
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Since the specifications are still being changed, the

residuals are not analyzed further here.- We may, however,

mention that at present the residuals are largest for some

particular variables in some special years. Because of the

simultaneity of the mode~ large residuals for all the

variables are obtained, even if only one equatio~ is not

well specified. After a more thorough analysis of the

economic phenomena in the estimation period, we hope to be

able to modify the model so that it will also describe

behaviour in exceptional years. Exogenization and dummy

variables can be used in order to investigate the performance

of the rest of the model, ,even if a satisfactory specification

for some part of model is missing.

We have used Theil's inequality coefficient as an aggregate

measure for analyzing the accuracy of forecasts. We have

chosen this one out of many possible ,measures because of its

especially attractive decomposition properties in further

analysis of accuracy. Here, however, we content ourselves

with presenting only the overall measures without decomposition.

Theil's inequality coefficient may be written

*where Yit is the observed and Yit the predicted value for

variable i in year t. The arithmetic average M may be taken

over variables, years or both, and we 'shall refer to the
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measures Ut' Ui ·and U, respectively •. Theils inequality

coefficient U has,e.g.~the following properties:

1.

2.

4 •

5.

·0 :5 U < 1

*U = 0 if and only if Yit' = Yit for all i-and t.

(perfect forecasts)

U = 1 if and only if there is non-positive

proportionality ~etween the predictiDns and actual

outcomes.

*U remains unchanged if Yit:s' and Yit:s are multiplied

by the same factor.

U is not invariant against additive variations of

I

'1

,I

*Yit and Yit •

Thus U measures relative difference between actual and predicted

'"variables. E.g., the inequality coefficient for ~U is quite'high

(0.372) because its relative forecasting errors are considerable.

On the other hand for m the coefficient is 0.171 althoughg
'"absolute forecasting· errors are much greater than for ~U. For a

thorough discussion of the properties of the measure, we refer

to Theil [1961]. The coefficients obtained with the non-linear

version of the model for the main variables during the· estimation

period are shown in table 7.1. The same coefficients for

different years are to be found in table 7.2. The coefficient

for the total model solution over years and variables was .144.

In calculating this coefficient as well as the coefficients for
. .

different years we have included oniy the observations for

variables' explained' by behavioural equations'.
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Table 7.1. Inequality coefficients for the main variables

indicating the accuracy of the model solutions

during the estimation period

Variable Inequality Variable Inequality
coefficient coefficient

c .191 y .121

i .213 Py .095
N • .233 d .119

x .146 Pdf .073gw
m .171 W .111g
a .174 Z .098

,..,
~u .372 C .107

w .130 I .123

Pc .120 M .118

p. .097 X .039
l.

Pxg
.097 Y .069

Pg .138 D .071

Table 7.2. Inequality coefficients for different years

indicating the accuracy of the model solutions

during the estimation period

Year Inequality Year Inequality
coefficient coeffi.cient

1951 .055 1961 .150

1952 .165 1962 .287

1953 .051 1963 .326

1954 .187 1964 .106

1955 .188 1965 .231

1956 .237 1966 .376
1957 .248 1967 .123

1958 .185 1968 .222
1959 .225 1969 .191

1960 .144 1970 .164
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7.3. Medium-term simulations during the estimation

period

In the preceding section, the model was solved using the

actual values of the predetermined variables. In true

forecasting situations, ex ante forecasts for several years

are required, and we have to use the values of the lagged

endogenous variables that are obtained when the model is

solved for the previous years. The analysis of policy

alternatives and of the response of the model to different

kinds of shocks also introduces a longer time horizon. Thus

the ability of the model to forecast and analyze depends

largely on the dynamic properties of the model.

One way to test the dynamic properties of the model is to

solve it for several years in a sequence using lagged endogenous

variables obtained from previous model solutions and to compare

the accumulated errors with the ones obtained when solving

the model with the actual lagged endogenous variables. In

our case this means using solutions for the estimation period

since almost all the available data has been employed in

estimation. This kind of testing with different versions of

the model is under way. Here we present four 5-year

simulations extending over the estimation period (1951-1955,

1956-1960, 1961-1965 and 1966-l970). Figures 7.2a.-2d. show

the simulation results for some key variables, i.e., private

consumption, private investment, multilateral commodity

exports, commodity imports, consumption prices, gross



Fig. 7.2a. Behaviour of some main variables in connection of four 5-year simulations
during the estimation period
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Fig. 7.2b. Behaviour of some main variables in connection of four 5-year simulations
during the estimation period
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domestic product, total demand and gross domestid product

prices. To facilitate comparison of the results with single

period model solutions, we have presented in- table 7.3.

Theil's inequality coefficients for different years.

On the whole the model shows a high degree of stability,

at least when treated as a deterministic system, and we can

present our conclusions about the long-term effects of

various policy measures with some confidence, (section 8.3.).

As such those experiments are also a test of the dynamic

properties of the model, because we have some a priori ideas

of how the economy reacts to different policy measures.

Table 7.3. Inequality coefficients for different years

indicating the accuracy of the four 5-year

simulations during the estimation period

Year Inequality Year Inequality
coefficient coefficient

1951 .055 1961 .150

1952 .206 1962 .249

1953 .209 1963 .500

1954 .301 1964 .184

1955 .372 1965 .183

1956 .237 1966 .376

1957 - .261 1967 .227

1958 .233 1968 .227.
1959 .263 1969 .234

1960 .297 1970 .340
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It is naturally desirable to have a model which behaves.

well in the long run and has suitable asymptotic properties,

but it would be unwise to lay too much emphasis on this point.

To approx~mate well both in the short run and in the .long··

run may be conflicting desiderata.

7.4. Ex post prediction.

Good fit in a sample period, especially when the period is

short., does not guarante~ that the model will function well

in forecasting. events outside the estimation· period. The.

criterion of simplicity is often forgotten and both

"theoretical" and "empirical" grounds can always be found

for int:roducing extra variables or dummies. in order to arrive

at b~tter fit during the samBle period. '~his process of

minimizing the,~esiduals,whichca~ be quit~ challenging in

itself, is sometimes unconsciously carried too far.

As the model is based on annual data, it is not possible

to leave a large number of ob~ervations outside the estimation

period for testing purposes. However building a model

takes time, and some years have elapsed sin~e the beginning

of the work, thus providing us with valuab e observations ;

of the II rea l process". The model has been estimated over a

period ending with 1970. At the moment we alreadY,know the

actual values of the variables in q~estion for the' years

1971, 1972 and 1973. For 1973' the figures are preliminary·,

but they are not expected to change much •
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To investigate the ability of the model to predict ex post,

we have presented the inequality coefficients for this

period in table 7.4. In this kind of unrealistic prediction

situation, we also know the actual values of the predetermined

variables, which in a true ex ante prediction situation are

only "best guesses".

Table 7.4. Inequality coefficients for the main variables

indicating the accuracy of the ex post forecasts

for the years 1971-1973 (investment exogenoust

Variable Inequality Variable Inequality
coefficient coefficient

c .270 y .332

i .000 Py .191

N .399 d .210

x gw .447 Pd' .055

m .281 W .159g
a .565 Z .136

r>J

LiU .431 C .175

w .169 I .167

Pc .125 M .139

p. .247 x· .228
l.

Pxg .194 y .100

Pg .151 D .067
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It seems that the investment equation does not adequately

describe behaviour in these years. To be able to analyze

the performance of the rest of the model, this variable has

been exogenized: Even after this correction, the performance

of -the model outside the estimation period is clearly less

satisfactory than inside it. One reason for the disappointing

. results is the inability of the export equation to describe

the exceptionally rapid rise in exports in 1972.

The ex post predictions for 1971-1973 were produced quite

mechanically without addition of any personal judgment. If

the predictions are compared with those actually published

by RIFE or other institutes, there are considerable differences.

It is also quite obvious that the results obtained with the

first run of the model would not have been accepted as

final. However, this does not mean that the model is

without value. After allowing for special circumstances

and making the necessary adjustments, the model could

still be used to determine the values of other variables

and to g.uarantee, both formal and "bahavioural ll consistency.
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In order to discuss the use of the model in true prediction

situations and to give some simple illustrations of taking

outside information into account, we comment briefly on the

forecasts for the years 1974 and 1975 presented in table 1.1.

As the actual values for 1974 are not yet available, predicted

values for 1974 must be used as lagged endogenous variables

for 1975. It is also necessary to use forecasts of the

exogenous variables for both years.

In a true prediction situation we naturally use all the

information concerning future developments, including

information received from outside the model. The art of

predicting depends greatly on the ability to combine

different bits of information, and the model is constructed

with this in mind.

The starting point for predicting is always the assesment of

past developments. As was shown in table 3.1., the absolute

variables in the previous period are required to arrive at

the absolute variables for the forecasting period. The values

for the lagged endogenous variables are also needed. When

RIFE prepares its regular forecasts published in May and

November, it makes use of the preliminary and "corrected"

preliminary figures for the balance of resources and
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expenditure of the preceding year ..given. out in the spring

and summer by the Central Statistical Office. Preliminary

figures are -again corrected at the end Df ·the year and in

the following spring. The "final figures for any given year

come out in the second summer following the close of the year.

At the end of the year the Statistical Office also publishe~

'figures for the current year. They are sometimes mistakenly

referred to as "preliminary d"ata"" but should actually be

regarded as competing forecasts. The importance of consistency

with data for previous years is stressed. It would be wrong to

place too much confidence in the preliminary figures and this

goes for the "final ll figures as well. Often reconstructing the

past is as difficult as predicting the future. The preliminary

figures -for past developments may change significantly. This

naturally changes the torecasts of the future. For example,

the preliminary figure given by the Central Statistical Office

for the volume growth of gross domestic product of 1972 was

5.7 % in April 1973 and 7.1 % in April 1974.

The Central Statistical Office's resources for rapidly

producing reliable information on short-term economic

developments are very modest compared to those available for

analyzing the data in the d±fferent economic institutes of

the country. It seems that forecasts and economic policy

could be improved substantially by correcting this state of

affairs.
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The forecasts for 1974 offer a good example of how to combine

additional information with the model in an actual forecasting

situation. Due to the rapid rise of oil prices, import prices

will be considerably higher in 1974 than in 1973. However, the

prices of goods other than fuels and lubricants have risen

much less. On the basis of import equations for separate

categories of goods, we know that the price elasticity of fuels

and lubricants is very low compared to the average price

elasticity of imports, which is used in the aggregate import

equation in the model. The fact that the reaction of the

volume of imports to price increases in 1974 is expected to

be less than normal can be taken into account by adding a

positive error term to the import equation. The expected

value of the error term (about + 6 per cent) can be calculated

by comparing the aggregate import equation with those for the

separate categories.

The results of the two year wage agreement concluded in the

spring of 1974 offer another good example of outside

information affecting the forecasts. After allowing for wage

drift, the wage rate equation was exogenized for the years

1974 and 1975. Because of price controls, consumer prices

were also calculated outside the model and exogenized for

1974. In the forecast for 1975, prices are determined using

the corresponding equation. A further correction was made to

the investment equation by adding a positive error term

(5 per cent) for the year 1974 on the basis of personal

judgment and outside information. Exogenous variables
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describing export demand and int~rnational price developments

in 1975 were so difficu~t·to obtain at the time the forecast

was prepared that. both the volume of commodity exports and

export prices were also exogenized using all· possible outside

information. After. these and some- .other minor corrections,

the results of table 1.L. were obtained.

Actual forecasts thus depend .greatly on the ability of th~se

using the model to incorporate all extra 'information and do

not-provide a test on the model it~elf. 'The relative weight

given to the mode~ and to other information depends of course

on the personal judgment of those making the forecasts. If

outside information (e~g., monthly statistics on, export·

performance) for the current year deviates from the forecasts

obtained with the model, the weights may also change in the

course of the year. Of course, it is also important to keep

record of the first run results to gather further information

on the performance of the model.

• ·.i
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8.1.

USE OF THE MODEL FOR ANALYTICAL PURPOSES

General

193

In this chapter some examples of using the model for analytical

work are given. As the basic linear version is easier to handle,

we concentrate on it. The results are produced using structural

matrices ~ and ~ for the year 1970. The methods used in this

connection are based on the solution and simulation techn.iques

explained earlier. In section 8.2. we investigate the reduced

form of the model and the interdependencies between the

endogenous variables of the model during one year. One reason

for special interest in the reduced form is the possibility to

derive the consequences of various policy measures on the

endogenous variables. Some examples of the use of impact

multipliers are also given. Due to the dynamic nature of the

equation system, the first year multipliers may sometimes give

an erroneous idea of the magnitude or direction of a change in

the endogenous variables resulting from exogenous impulses. In

section 8.3. long-run responses of variables to some key

exogenous shocks are investigated.

A general difficulty with policy simulations is that it may

sometimes be hard to take into account all the effects of a
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given measure. This is particularly true of qualitative

policyl). Due to the aggregative character of the model, it

is also difficult ·to take into account the effects of

different patterns of public expenditure, income transfers,

etc. Extra information on how the exogenous or endogenous

variables are directly affected is often needed to be able

. to handle problems of this kind with the model. The effects

of interdependency between the variables can then be

calculated. Similarly, the model may sometimes be used to

solve problems involving variables not directly present at

the model. If this is done, it must be possible to calculate

the effect of the 'external' variables on the variables

present and/or the effect of the variables present on the

external variables.

1) See Tinbergen [1966].
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The first year effects (allowing for interaction between the

endogenous variables during one period! of the exogenous

variables on the endogenous variables are given by matrix

(I-i)-l~. This matrix for the year 1970 is given in

appendix III. By way of example, we present in table 8.1.

the first year consequences of ..rise of one per cent in the

volume of public expenditure, in export demand (see the

export equation), in the prices of exports of competing

countries, in import prices, in the incidence of indirect

taxes minus subsidies and in net income transfers (see

construction of the variables).

It is generally more difficult to justify the a priori

values of the reduced form multipliers and of the multipliers

indicating the interaction between the endogenous variables

than it is to place a priori restrictions on the values of

the structural parameters. This is due to the fact that

structural parameters are more or less based on ceteris

paribus assumptions but multipliers take into account

complex networks of relationships in the equation system.

Multiplier values thus depend on which relationships are

endogenous in the model and how each one is specified. The

results given in table 8.1. and 8.2. (and appendices III

and IV) are obtained when all the variabl"es in the model

as described above are taken as endogenous and the

approximation n~N in equation 25. corresponding to actual
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Table 8.1. First year consequences of one per cent rise in some of the exogenous

variables

One per cent change in

Effect on Volume of Export Prices of Prices of Incidence Income
public demand competing commodity of indirect transfers
expenditure exports imports taxes

Variable Symbol g m p ,
Pmg T. ' 0

w X 1

Volume of private c .204 .405 .139 -.010 -.139 .704
consumption

Volume of private 1 .260 .514 .183 -,.213 -.143 .310
investment

Volume of x -.003 2.332 .113 -.049 -.013 -.004
multilateral gw

commodity exports

Value of X .003 2.343 .895 .045 .012 .003
multilateral gw

commodity exports

Value of commodity M .826 1.694 .301 .592 -.176 1.037
imports g

Hage rate w .071 .149 .013 .134 .119 .092

Consumption prices Pc .011 .022 .004 .211 .256 .013
.-.J

-.067Unemployment 6U -.032 -,.010 -.013 .012 -.041

Volume of gross y .233 .483 .053 .069 -.087 .298
domestic product
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forecasting situation is made (see section on inventory

changes). Mul tipl ier va 1ues presented here seem to he. in

line with a priori expections and with results obtained

for other countries with the aid of different kinds of

models l ). The time shapes of the dynamic responses

presented in section 8.3. also seem to be similar.

The tables presented below are self-explanatory, and we

shall not go into detailed analysis of the multiplier

values here. An increase in public expenditure or Ln export

demand and a fall in income transfers from the private to

the public sector all show the expected rise in economic

activity. However, 'only an increase in export demand is

accompanied by an improvement in the trade account. A rise

in import prices has a clear impact on prices and, as a

consequence, has direct negative effects on the volume of

demand. However, when the indirect effect of a shift to

domestic production is allowed for, there is a small positive

effect on GOP. A rise in the price of the exports of

competing countries leads to higher export earnings and,

even though the volume of exports does not react much., a

positive effect on GOP is registered. A rise in indirect

taxes raises prices and has a negative effect on domestic

expenditure, imports and GOP.

1) Cf., e.g., Evans [1966], Verdoorn [1967], Jacobson [1972]
and de Ridder and Verbaan [1974].
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The model also allows us to analyze the interaction between

the endogenous variables. In most applications, the

endogenous variables are placed at their expected values

given the predetermined variables. This is done by

solving the -model with 'all error terms at zero. As

was explained in Chapter 6. we may also have outside

information on autonomous changes in some of the endogenous

variables not, explained by the present set of' equations.

Thus, e.g." we may expect private investment to be unusually

large, we may want to take in to account strikes, there may

be institutional changes, etc. The effects of an autonomous

change on other variables and on the variable itself, after

allowing for feedbacks, can be seen from matrix (I-ftl-l ,

the matrix of impact multipliers for the endogenous variables.

This matrix for the year 1970 can be found in appendix IV.

Table 8.2. shows the effects of an autonomous change in the

volume of private investment, the volume of private consumption,

the volume of multilateral commodity exports, the volume of

commodity imports, the wage rate and consumption prices on

each other and on GDP. From the table it can be seen, e.g.,

that an autonomous rise in private investment of one percent

will raise imports by .754 percent and gross domestic product

by .215 percent during the first year.

There may be also cases where we have information on the

final extra effect when all the feedbacks are 'ta~en into

account. Thus, for example, we may be interested in the

effects of an extra one per cent rise in the negotiated



Table 8.2. First year consequences of one per cent autonomous rise in some of the

endogenous variables

One per cent change in

Effect on Volume of Volume of Volume of Volume of Wage rate Consumption
private private multilateral commodity prl.ces
consumption investment commodity imports

exports

Variable Symbol c l. xgw mg w Pc

Volume of private c 1.533 .183 .173 -.369 .056 -.050
consumption

Volume of private i .674 1.231 .220 -.517 -.440 .134
investment

Volume of x -.008 -.003 .997 .005 -.122 -.070
multilateral gw

commodity exports

~olume of commodity m 2.256 .754 .724 .305 .046 .298
l.mports g

Wage rate w .200 .066 .064 -.129 1.222 .667

Consumption prices Pc .029 .010 .009 -.019 .451 1.257
....

Unemployment 6U '-.089 -.003 -.029 .058 .013 .001

Volume of gross y .649 .215 .207 -.418 -.103 -.090
domestic product

.....
\.0
\.0
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wage rate. We may assume that this is the total change

induced by an autonomous change (if. e.g., cumulative

effects are to be eliminated in accordance with the wage

agreement). If there were no agreement, an exogenous wage

impulse would have effects which would be 1.22 times

greater. This figure of 1.22 can be found on the diagonal

of the matrix (I_~)-l on the row for the wage rate (8th

row) and represent the total effect (during one yearl of

an autonomous unit rise in the wage rate on the wage rate

itself. The effects of a corresponding autonomous change

of 1/1.22 per cent on the other variables can now be

calculated in the normal manner. One of the first problems

handled with the model was· of this kindl1 . As the model

includes only one equation for the wage rate, we assumed

for simplicity that wage drift is independent of the level

of negotiated wages.

Another example of the use of impact multipliers for

analytical work can be found in the calculations done in

the autumn of 1973 when the so-called energy crisis changed

economic forecasts considerably. The forecasts which had

just been published by RIFE turned out to be too optimistic

and some rough idea of the new situation was needed quickly.

l) Tulopoliittinen Informaatiotoimikunta (Incomes Policy
Information Committee) asked several research institutes
their opinions about the effects of different outcomes
of the wage negotiations of spring 1973.
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As direct limitations on production and demand for energy

were not anticipated in Finland, calculations were carried

out by superimposing the effect of the fall in export

demand and the rise in import prices on the old forecasts.

However, it must be stressed that in cases like these

thorough analysis requires the investigation of any changes

in the exogenous variables and careful consideration of the

ability of the model to describe the phenomena under study.

8.3. The long-term effects of policy measures

To study further the dynamic properties of the model and to

demonstrate its use in policy simulations, we have investigated

the response of some of the main endogenous variables to

various "key" policy measures and impulses: a rise in public

expenditure, a fall in income transfers from households to

the public sec~or, a rise in export demand and a devaluation.

For reasons explained in Chapter 6. we have used the linear

version of the model. However we have used simulation instead

of algebraic methods since equivalent results can De obtained

more easily in this way. Equation {6.18.1 allows us to insert

an additional impulse as a predetermined variable in the first

period. When the model is solved for several years in a sequence

we obtain the results presented in figures 8.2.-8.5. The

figures are again self-explanatory and we shall not go into

detailed analysis here. Some comments, however, may be worth­

while.
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The figures show percentage ch~nges in the variables in the

year of the implementation of the policy measure or of the.

occurrance of the' 'exogenous impulse and the additional

effects.in each of the nine following years. Even .though

effects. for a single year are both positive and negative

in most of the cases, the cumulative changes may clearly

. deviate·from zero. Figure 8.1. shows cumulative changes in

gross domestic product resul.ting from export demand impulse,

together with the original series.

Policy decisions have been simulated by introducing a unit

impulse in the variable in question. As the model operates

in percentage changes, this is equivalent to specifying a

step function for the absolute variables. An increase in the

public expenditure, a fall in income transfers from households

to the public sector and an increase in export demand have

been introduced by making a unit change in variables g,O

and mw' respectively (for the definition of 0, see section

4.2.3.5~). A devaluation of one per cent has been simulated

are determined with the

by a unit rise in import prices (p , p ), prices of exportsmg ms

and i'n the prices of competitors'exportsof' services (p )xg

(px' ). Prices of commodity exports

corresponding equation. The strong long-run reaction of

commodity export prices to changes in the export prices of

our competitors was already discussed in the section on the

.' I

structural specification of the equation. This somewhat

dubious relationship also gives rise, via relative prices,

to small negative multiplier values for the volume of

exports for some years.
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It can be noted that the prices are affected very little by

changes in the volume of different types of expenditure.

This is a result of the specification of the price equations,

where capacity considerations were not taken into account.

Changes in the volume of expenditure affect prices only

through the Phillips effect in the current version.

The response of the endogenous variables to all policy

measures is for the most part felt in a few years following

the implementation of the measure. This corresponds to our

intuitive ideas and reflects the stability of the model.

Thus the policy decisions do not have any unexpected

consequences in the far future.

Fig. 8.1. Response of gross domestic produc·t to public

demand impulse, separate yearly effects and

their cumulative sum
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Fig. 8.2. Response of some main-variables to·public

demand impulse

, I



205

Fig. 8.3. Response of some main variables to tax

reduction impulse
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Fig. 8.4. Response of some main variables to export·

demand impulse
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Fig. 8.5. Response of some main variables to devaluation

impulse

% %

.2 rnc g
.2

0
0

10 .
tlrne

-.2

-.4 -.5

.5 .2 Xgwi

0
10

0 -.2
1

1.0 ~ Pxg
-

-.5
,

.
• 2

I~
y .5 I- -

0 ';
10

"--.2

.2 0

I~~
Py 1 5 10

0 I -.2 - -
10

-.2 -.4



208

.~ ;

.
9. CONCLUDING REMARKS

I have presented a prototype version of what we hope will grow

to become a more extensive and theoretically better-grounded

econometric model for the Finnish economy. It is needless to

say that the relationships require improvement. In recent years

a considerable number of theoretical and empirical studies

relevant for the further development of the.model have been

carried out, and it is clear that future versions can and should

benefit from this work. The model presented here is being de-

veloped continuously. In fact the changes which have already been

made mean that the model outlined here cannot be considered

an exact description of the one currently being used.

On the other hand, there is no end to improving an econometric

model. It is necessary to regard both the structural and

stochastic specification of a macro model as an approximate

"play process" rather than a perfect description of the "real

process". Inductive work that aims at giving a rough quantitative

idea of how the economy functions need not, and cannot, account

for all possible details. Although theoretical models deduced

from given axioms represent "one possible world", they are as
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well approximations of the reality, and cannot be used as the

sole guideline. The very definition of the econometric method,

requires the use of both inductive and deductive reasoning and

thus work of this kind is always subject to criticism focused

on both of them. These comments and their implications for

empirical work, however nalve they may sound, are sometimes

forgotten in mathematically-oriented econometric literature.

We have tried to take a realistic stand towards these

problems and placed stress on the methods with which the

approximate results given by the model can be improved. The

inclusion of outside information in the analysis does not

require discarding the framework provided by the model.

I have not discussed the problems of producing the exogenous

variables for the model. The exogenous variables are chosen

so that they can easily be produced in an actual forecasting

situation. A model, how refined it analytically may be, is not

suitable for forecasting if it is more difficult to forecast

its exogenous variables that to predict the endogenous

variables directly. Our intention has been to arrive at a

consistent set of equations where most of the "loose ends"

have been tied together. However, some of the exogenous

variables still depend on the values of the endogenous variables

obtained with the model. Several iterative rounds are usually

needed to arrive at a consistent set of values for all the

endogenous and exogenous variables. The public sector block
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is a good example of these difficulties. For ex~~le, in the

present version income transfers between the public and private

sectors are primarily handled outside the model. The iterative

procedure for determining several important variables is

tedious and this is one reason why these relationships should

be endogenized.

Another natural way to enlarge the model is to include a

monetary block. This will also be facilated by the grown interest

in monetary theory in Finland. Intensive work in this field is

likely to .provide useful empirical results which take into

account the Finnish institutional conditions. With the present

version monetary relationships,which can be used to check the

forecasts, are outside information and must be taken into

account by manipulating the equations with the methods outlined

in Chapter 6. Taking our cue from the Dutch annual model, we

have experimented with using deposits as an indicator of the

effect of liquidity on consumption and investment, and it seems

that these relationships are statistically significant. Our

limited experience suggests that the overall predictive

performance of the model is not improved much by the inclusion

of these variables, but they are, of course, needed for analytical

work. Just how effective monetary policy in Finland has been -

or could be - is still an unsettled question .

As was mentioned earlier, RIFE publishes forecasts which are

more disaggregated than the ones supplied by the model. The

relationship between a master model which quarantees consistency
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at the macro level and separate disaggregated models is an

interesting area of research. This kind of work will also be

valuable for the development of the model itself, because there

are several ways the model can benefit from disaggregated

relationships without loosing its macro character. A good

example is the weighting of total demand or gross domestic

product according to import or labour intensities of different

expenditure categories when they are used as explanatory

variables in import and labour demand equations. At a more

advanced stage, the disaggregated equations can be used to

produce changing parameters for the macro relations in order

to allow for the changing structure of the economy.

Finally, I would also like to stress the importance of the

"spill-over" effects of using an econometric model in a research

institute. Construction of the model has required collecting

and processing of a vast amount of data, necessary for systematic

empirical analysis. As the model forces us to formulate

explicitly our ideas of the relationships under study, the

discussion of alternative forecasts becomes considerably easier.

Personal judgment and a priori information, which must be used

to prepare meaningful forecasts, are given a common frame of

reference. There is little reason why science and art cannot be

combined in actual forecasting situations. It is thus

unfortunate that these two approaches are sometimes considered

to be in opposition when their relative merits are debated.
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AI 1. BALANCE OF RESOURCES AND EXPENDITURE IN CURRENT PRICES, MILLION MK

,-

tv
tv
o

RESOURCES Total EXPENDITURE

Gross Imports of resources Exports of Consumption Investment
=Year domestic goods and goods and Change

product at services Total services Private Public Private Public in stocks
market prices expenditure

1948 4089.3 729.8 4819.1 827.9 2640.5 406.5 801.9 85.2 57.1
1949 4391.3 786.9 5178.2 951.9 2788.4 470.8 834.1 153.2 -20.2 ..
1950 5424.3 1021.3 6445.6 1084.9 3468.8 627.9 1000.1 220.2 43.7
1951 7901.1 1780.4 9681.5 2285.7 4721.3 806.7' 1556.3 264.1 47.4
1952 8180.6 2056.8 10237.4 1973.3 5191.1 904.7 1829.7 346.4 -7.8
1953 8073.9 1429.4 9503.3 1567.6 5147.8 989.4 1724.1 477 .9 -403.5
1954 8968.8 1689.7 10658.5 1845.8 5482.3 992.1 1895.9 459.0 -16.6

1955 9922.1 1991.3 11913.4 2157.0 5929.6 1141.6 2071.8 462.9 150.5
1956 11031.3 2281.9 13313.2 2173.0 6775.8 1359.1 2390.0 575.3 140.0
1957 12025.4 2581.8 14607.2 2587.9 7377 .3 1506.0 2263.7 655.9 216.4
1958 12953.8 2641.4 15595.2 2925.3 7708.7 1659.4 2428.1. 789.8 83.9
1959 14078.9 3047.8 17126.7 3153.8 8366.9 1855.7 2786.5 800.4 163.4

1960 15824.2 3834.7 19658.9 3711.9 9195.0 1996.8 3537.3 788.2 429.7
1961 17625.7 4186.4 21812.1 3995.3 10102.4 2201.3 4108.6 823.7 580.8
1962 18856.4 4504.4 23360.8 4258.0 11052.9 2523.3 4258.7 900.2 367.7
1963 20541.1 4462.0 25003.1 4463.7 12051.0 2924.7 4196.0 1073.4 294.3
1964 23553.9 5449.9 29003.8 4984.4 13710.2 3349.0 4489.5 1267.2 1203.5

1965 25827.8 5989.3 31817.1 5496.2 14982.5 3758.8 5235.0 1470.4 874.2
1966 27776.6 6309.2 34085.8 5823.5 15861.4 4235.0 5635.0 1506.5 1024.4
1967 30109.4 6635.0 36744.4 6357.7 17188.8 4852.4 5682.3 1615.6 1047.6
1968 34148.2 7757.9 41906.1 8307.9 18682.0 5693.5 5949.1 1852.4 1421.2
1969 39012.6 9758.5 48771.1 10096.4 20998.1 6212.2 7226.6 1944.4 2293.4

1970 43592.0 12554.9 56146.9 11966.3 22901.7 6914.0 9347.5 1914.8 3102.6
1971
1972
1973
1974



AI 2. BALANCE OF RESOURCES AND EXPENDITURE IN CONSTANT PRICES, MI.LLION MK

RESOURCES Total EXPENDITURE

Gross Imports of resources Exports of Consumption Investment
Year domestic goods and = goods and Change

product at services Total services Private Public Private Public in stocks
market prices expenditure

In constant prices of 1954

1948 6528.9 1035.0 7563.9 1113.7 3962.0 778.7 1348.4 145.7 215.4
1949 6769.3 1058.0 7827.3 1350.8 4173.6 849.2 1356.0 250.2 -152.5
1950 7263.8 1155.0 8418.8 1434.3 4565.7 887.3 1381.2 308.3 -158.0
1951 7940.7 1520.0 9460.7 1673.4 4918.0 880.3 1581.5 270.5 137.0

- 1952 8213.0 1750.0 9964.0 1568.5 5224.5 924.1 1751.3 338.6 157.0
1953 8224.1 1363.0 9587.1 1605.8 5125.6 991.8 1696.3 474.1 -306.5
1954 8968.8 1689.7 10658.5 1845.8 5482.3 992.1 1895.9 459.0 -16.6
1955 9645.7 1989.7 11635.4 1989.9 5949.8 1081.0 2054.5 452.7 107.5
1956 9837.5 2173.9 12011.4 1959.4 6202.4 1111.2 2178.2 521.8 38.4
1957 9987.0 2134.6 12121. 6 2187.6 6082.5 1157.1 2080.1 571.3 43.0
1958 9979.2 1915.2 11894.4 2170.1 5921.5 1197.0 2094.9 659.0 -148.1
1959 10702.7 2317.0 13019.7 2458.1 6347.9 1283.8 2345.3 659.7 -75.1
1960 11765.7 2848.1 14613.8 2824.9 6870.0 1330.2 2880.7 625.2 82.8
1961 12712.5 3085.6 15798.1 2990.5 7476.4 1390.0 3248.4 625.4 67.4
1962 13257.2 3264.9 16522.1 3218.4 7923.8 1526.4 3238.7 660.8 -46.0
1963 13586.7 3203.8 16790.5 3279.7 8185.6 1632.7 3046.3 757.8 -111.6

In constant prices of 1964

1964 23553.9 5449.9 29003.8 4984.4 13710.2 3349.0 4489.5 1267.2 1203.5
1965 24764.8 5951.7 30716.5 5243.6 14444.0 3524.5' 4983.3 1389.7 1131.4
1966 25352.4 6235.8 31588.2 5611. 2 14815.1 3705.3 5188.1 1366.1 902.4
1967 26023.2 6150.2 32173.4 5943.4 15133.0 3908.0 4952.0 1384.0 853.0
1968 26646.7 5975.8 32622.5 6614.7 15102.4 4141.6 4663.6 1442.6 657.6
1969 29427.4 7332.6 36760.0 7766.0 16620.7 4312.4 5386.3 1436.0 1238.6

1970 31860.7 8724.1 405'84.8 8362.6 17727.4 4555.6 6384.0 1317.2 2238.0
1971
1972
1973
1974

I\.)
I\.)

I--'
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All 1.

TOTAL DEMAND ::a TOTAL RESOURCES, MILLION MARK

Ye,ar Current Prices Constant Prices Price Indices

Value Change, % 1954 1964 Change, % "1954"=100 "1964"=100 Change, 7-

48 4819.1 7563.9 63.712
49 5178.2 7.452 7827.3 3.482 66.156 3.836

1950 6445.6 24.476 8418.8 7.557 76.562 15.730
51 9681.5 50.203 9460.7 12.376 102.334 33.662
52 10237.4 5.742 9964.0 5.320 102.744 0.401
53 9503.3 -7.171 9587.1 -3.783 99.126 -3.521
54 10658.5 12.156 10658.5 11.175 100.000 0.882

1955 11913.4 11. 774 11635.4 9.166 102.389 2.389
56 13313.2 11. 750 12011.4 3.232 110.838 8.252
57 14607.2 9.720 12121.6 0.918 120.506 8.723
58 15595.2 6.764 11894.4 ' -1.874 131.114 8.803
59 17126.7 9.820 13019.7 9.461 131.545 0.329

1960 19658.9 14.785 14613.8 12.244 134.523 2.264
61 21812.1 10.953 15798.1 8.104 138.068 2.635

, 62 23360.8 7.100 16522.1 4.583 141.391 2.407
63 25003.1 7.030 16790.5' 1.625 148.912 .5.319
64 29003.8 16.001 18300.0 29003.8 ~.990 158.491 100.000 6.433

1965 31817.1 9.700 30716.5 5.905 103.583 3.583
66 34085.8 7.130 31588.2 2.838 107.907 4.174

"
67 36744.4 7.800 32173.4 1.853 114.207 5.838
68 41906.1 14.048 32622.5 1.396 128.458 12.478
69 48771.1 16.382 36760.0 12.683 132.674 3.282

,·1970 56146.9 15.123 40584.8 10.405 138.345 4.274
71
72
n
-l4

rv
rv
rv



AII 2.

TOTAL DEMAND LESS INVENTORIES, MILLION MK

Year Current Prices Constant Prices Price Indices

Value Change, % 1954 1964 Change, % "1954"=100 "1964"=100 Change, %

48 4762.0 7348.5 64.802
49 5198.4 9.164 7979.8 8.591 65.145 0.529

1950 . 6401.9 23.151 8576.8 7.481 74.642 14.578
51 9634.1 50.488 9323.7 8.708 103.329 38.433
52 10245.2 6.343 9807.0 5.184 104.468 1.102
53 9906.8 -3.303 9893.6 0.883 100.133 -4.150
54 10675.1 7.755 10675.1 7.899 100.000 -0.133

1955 11762.9 10.190 11527.9 7.989 102.039 2~039

56 13173.2 11. 989 11973.0 3.861 110.024 7.825
"57 14390.8 9.243 12078.6 0.882 119.143 8.288
58 15511. 3 7.786 12042.5 -0.299 128.805 8.110
59 16963.3 9.361 13094.8 8.738 129.542 0.778

1960 19229.2 13.358 14531.0 10.968 132.332 2.154
61 21231. 3 10.412 15730.7 8.256 134.967 1.991
62 22993.1 8.298 16568.1 5.323 138.779 2.824
63 24708.8 7.462 16902.1 2.016 146.188 5.339
64 27800.3 12.512 17720.0 27800.3 4.839 156.887 100.000 7.319

1965 30942.9 11.304 29585.1 6.420 104.590 4.59
66 33061.4 6.846 30685.8 3.720 107.742 3.014
67 35696.8 7.971 31320.4 2.068 113.973 5.783
68 40484.9 13.413 31964.9 2.058 126.654 11.126
69 46477.7 14.803 35521.4 11.126 130.844 3.308

1970 53044.3 14.129 38346.8 7.954 138.328 5.720
71
72 .
73
74 tv

tv
W



All 3.

GROSS DOMESTIC PRODUCT AT MARKET PRICES, MILLION MARK

Year Current Prices Constant Prices Price Indices

Value Change, % 1954 1964 Change, % "1954"=100 "1964"=100 Change" %

48 4089.3 6528.9 62.634
49 4391.3 7.385 6769.3 3.682 64.871 3.572

1950 5424.3 ' 23~524 7263.8 7.305 74.676 15.115
51 7901.1 45.661 7940.7 9.319 ' 99.501 33.244
5~' 8180.6 3.537 8214.0 3.442 99.593 0.093~.

53 8073.9 -1.304 8224.1 0.123 98.174 -1.425
54 8968.8 11.084 8968.8 9.055 100.000 1.860

1955 9922.1 10.629 9645.7 7.547 102.866 2.866
56 11031.3 11.179 9837.5 1.988 112.135 9.011
57' 12025.4 9.012 9987.0 1.520 120.411 , 7.380
58 12953.8 7.720 9979.2 -0.078 129.808 7.804
59 14078.9 8.685 10702.7 7.250 131.545 1.338

1960 15824.2 12.397 11765.7 9.932 134.494 2.242
61 17625.7 11.384 12712.5 8.047 138.649 3.089

, 62 18856.4 6.982 13257.2 4.285 142.235 2.586
63 20541.1 8.934 13586.7 2.485 151.185 6.292
64 23553.9 H~ .667 14479.8 23553.9 6.573' 162.667 100.000 7.595

1965 25827.8 9.654 24764.8 5.141 104.292 4.292
66 27776.6 7.545 25352.4 2.373 109.562 5.053
67 30109.4 8.398 26023.2 2.646 115.702 5.604
68 34148.2 13.414 26646.7 2.396 128.152 10.760
69 39012.6 14.245 29427.4 10.435 132.572 3.449 .

1970 43592.0 11. 738 31860.7 8.269 136.821 3.205
71
72
73
74

,-
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All 4.

GROSS DOMESTIC PRODUCT LESS INVENTORIES AT MARKET PRICES, MILLION MARK

Year Current Prices Constant Prices Price Indices

Value Change, % 1954 1964 Change, % "1954"-=100 "1964"=100 Change, %

48 4032.2 6313.5 63.866
49 4411. 5 9.407 6921.8 9.635 63.733 -0.208

1950 5380.6 21.968 7421.8 7.224 72.497 13.751
51 7853.7 45.963 7803.7 5.146 100.641 38.821
52 8188.4 4.262 8057.0 3.246 101.631 0.984
53 8477 .4 3.529 8530.6 5.878 99.376 -2.219
54 8985.4 5.992 8985.4 5.331 100.000 0.628

1955 9771.6 8.750 9538.2- 6.152 102.447 2.447-
56 10891.3 11. 459 9799.1 2.735 111.146 8.491
57 11809.0 8.426 9944.0 1.479 118.755 6.846
58 12869.9 8.984 10127.3 1.843 127.081 7.0ll
59 13915.5 8.124 10777 .8 6.423 129.113 1.599

1960 15394.5 10.628 11682.9 8.398 131. 770 2.058
61 17044.9 10.720 12645.1 8.236 134.795 2.296
62 184.88.7 8.471 13303.2 5.204 138.979 3.104
63 20246.8 9.509 13698.3 2.970 147.805 6.351
64 22350.4 10.390 13899.8 22380.4 1.471- 160.797 100.000 8.790

1965 24953.6 11. 647 23633.4 5.599 105.586 5.586
66 26752.2 7.208 24450.0 3.455 109.416 3.627
67 29061.8 8.633 25170.2 2.946 115.461 5.524
68 32727.0 12.612 25989.1 3.254 125.926 9.064
69- 36719.2 12.199 28188.8 8.464 130.262 3.443

1970 40489.4 10.268 29622.7 5.087 136.684 4.930
71
72
73
74
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AII 5.

PRIVATE CONSUMPTION, MILLION MK

Year Current Prices Constant Prices Price Indicea

Value Change, % 1954 1964 Change, % '1954"=100 "1984"=100 Change, %

48 2640.5 3962.0 66.646
49 2788.4 5.601 4173.6 5.341 66.810 0.246

1950 3468.8 24~401 4565.7 9.395 75.975 13.718
51 4721. 3 36.108 4918.0 7.716 96.000 26.357
52 5191.1 9.951 5224.5 6.232 99.361 3.501
53 5147.8 -'0.834 5125.6 -1.893 100.433 1.079
54 5482.3 6.498 5482.3 6.959 100.000 -0.431

1955 I 5929.6 8.159 5949.8 8.527 99.661 -0.339
56 I 6775.8 14.271 6202.4 4.246 109.245 9.617I
57 7377.3 8.877 6082.5 -1.933 121.287 11.023
58 7708.7 4.492 5921.5 -2.647 130.182 7.334
59 8366.9 8.538 6347.9 7.201 131.806 1.248

1960 9195.0 9.897 6870.0 8.225 133.843 1.546
61 10102.4 9.868 7476.0 8.827 135.124 0.957
62 11052.9 9.409 7923.8 5.984 139.490 3.231
63 12051. 0 9.030 8185.6 3.304 147.222 5.543
64 13710.2 13.768 8615.4 13710.2 5.251 159.136 100.000 8.093

1965 14982.5 9.280 14444.0 5.352 103.728 3.728
66 15861.4 5.866 14815.1 2.569 107.062 3.214
67 17188.8 8.369 15133.0 2.146 113.585 6.093
68 18682.0 8.687 15102.4 -0.202 123.702 8.907
69 20998.1 12.398 16620.7 10.053 126.337 2.130

'1970 22901.7 9.066 17727.4 6.659 129.188 2.257
71
72
73
74
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All 6.

PRIVATE INVESTMENT, MILLION MK

Year Current Prices Constant Prices Price Indices

Value Change, % 1954 1964 Change', % "1954"=100 "1964"=100 Change, %

48 801.9 1348.4 59.471
49 834.1 4.016 1356.0 .564 61.512 3.432

1950 1000.1 19.902 1381.2 1.858 72.408 17.714
51 1556.3 55.614 1581.5 14.502 98.407 35.906
52 1829.7 17.567 1751.3 10.737 104.477 6.168
53 1724.1 -5.771 1696.3 -3.141 101.639 -2.716
54 1895.9 9.965 1895.9 11. 767 100.000 -1.613

1955 2071.8 9.278 2054.5 8.365 100.842 0.842
56 2290.0 10.532 2178.2 6.021 105.133 4.255
57 2263.7 -1.149 2080.1 -4.504 108.827 3.514
58 2428.1 7.262 2094.9 Q.712 115.905 6.504
59 2786.5 14.761 2345.3 11. 953 118.812 2.508

1960 3537.3 26.944 2880.7 22.829 122.793 3.351
61 4108.6 16.151 3248.4 12.764 126.481 3.003
62 4258.7 3.653 3238.7 -0.299 131.494 3.963
63 4196.0 -1.472 ' 3046.3 -5.941 137.741 4.751
64 4489.5 6.995 3085.5 4489.5 1.287 145.503 100.000 5.635

1965 5235.0 16.605 4983.3 10.999 105.051 5.051
66 5635.0 7.641 5188.1 4.110 108.614 3.392
67 5682.3 0.839 4952.0 -4.551 114.748 5.648
68 5949.1 4.695 4663.6 -5.824 127.565 11.170
69 7226.6 21.474 5386.3 15.497 134.166 5.175

1970 9347.5 29.349 6384.0 18.523 146.421 9.134
71
72
73
74 rv
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All 7.

EXPORTS OF GOODS AND SERVICES, MILLION MK

Year Current Prices Constant Prices Price Indeccs

Value Change, % 1954 19(>4 Change, % 54=100 64=100 Change, i.

48 827.9 1113.7 74.338
49 951.9 14.978 1350.8 21.289 70.469 ·'5.205

1950 1084.9 13".972 1434.3 6.182 75.640 7.338
51 2285.7 110.683 1673.4 16.670 136.590 80.579
52 1973.3 -13.668 15~8.5 -6.269 125.808 ~'7 .894
53 1567.6 -20.560 1605.8 2.378 97.621 -22.405

.54 1845.8 17.7l:7 1;3'15.8 14.946 100.00a 2.437

1955 2157.0 16.860 1989.9 7.807 108.397 . 8.397
56

.\
2173.0 .742 1959.4 -1.533 110.901 2.310

57 2587.9 19.093 2187.6 11.640 118.299 6.671
58 2925.3 13.038 2170.1 -.800 134.800 13.949
59 3153.8 7.811 2458'.1 13.271 128.302 -4.821.

1960 3711. 9 17.696 2824.9 14.922 131.399 2.414
61 3995.3 7.635 2990.5 5.862 133.600 1.675
62 4258.0 6.575 3218.4 7.621 132.302 -.972
63 4463.7 4.831 3279.7 1.905 136.101 2.872
64 4984.4 11.665 3471.0 4984.4 5.833 143.601 100.000 5.511

1965 5496.2 10,.268 5243.6 5.200 104.817 4.817
66 5823.5 5.955 5611.2 7.011 . 103.784 -.986
67 6357.7 9.173 5943.4 5.920 106.971 3.071
68 8307.9 30.675 6614.7 ' 11.295 125.598 17.413
69 10096.4 21.528 7766.0 17.405 130.008 3.511

1970 11966.3 18.521 8362.6 7,.682 143.093 10.065
71
72 ,

73
74

·-

N
N
00



AII 8.

COMMODITY EXPORTS, MILLION MARK

Year Current Prices Constant· Prices Price Indices

Value Change, %. 1954 19E;i4 Change, % "1954"=100 "1964"=100 Change, %

48 565.0 826.1 68.394
49 656.1 16.124 979.3 18.545 66.997 -2.043

1950 814.8 24.188 1086.4 10.936 75.000 11. 945
51 1868.8 129.357 1364.1 25.562 136.999 82.665
52 1568.3 -16.080 1206.4 -11.561 129.998 -5.110
53 1315.6 -16.113 1342.4 11. 273 98.004 -24.611
54 1566.2 19.048 1566.2 16.672 100.000 2.037

1955 1812.6 15.732 1710.0 9.182 106.000 6.000
56 1779.9 -1.804 1679.1 -1.807 106.003 0.003
57 2123.9 19.327 1830.9 9.041 116.003 9.434
58 2479.3 16.733 1796.6 -1.873 138.000 18.964

'.

59 2673.2 7.821 2056.3 14.455 130.001 -5.796
1960 3164.7 18.386 2379.5 15.718 132.999 2.306

61 3374.1 6.617 2499.3 5.035 135.002 1.506
. 62 3533.1 4.712 26:36.6 5.494 134.002 -0.741

63 3678.0 4.101 2693.6 2.162. 136.546 1.899
64 4131.9 12.341 2868.4 4131.9 6.490 144.049 100.000 5.495

1965 4566.0 10~506 4355.1 5.402 104.843 4.843
66 4816.9 5.495 4631.5 6.347 104.003 -0.801
67 5231.2 8.601 4882.6 5.423 " 107.140 3.016
68 6874.2 31.408 5447.5 11.570 126.190 17.781
69 8344.7 21.392 6360.3 16.756 131. 200 3.970

1970 9686.7 16.082 6692.3 .. 5.220 144.744 10.323
71
72
73
74 N

N
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All 9.

MULTILATERAL COMMODITY EXPORTS, MILLION MK

Year Current Prices Constant Prices Price Indices

Value Change, % 1954 1964 Change, % "1954"=100 "1964"=100 Change, %

48 466.4 681.9 68.394
49 525 ..7 12.714 784.7 15.067 66.997 -2.043

1950 715.4 36.·085 953.9 21.561 75.000 11.945
51 1652.6 131.004 1206.3 26.463 136.999 82.665
52 1228.0 -25.693 944.6 -21.691 129.998 -5.110
53 903.6 -26.417 922.0 -2.396 98.004 -24.611
54 1128.6 24.900 1128.6 22.408 100.000 2.037

1955 1345.6 19.227 1269.4 12.481 106.000 6.000
56 1293.7 -3.857 1220.4 -3.861 106.003 0.003
57 1500.0 15.947 4293.1 ~.956 116.003 9.434
58 1863.0 24.200 1350.0 4.402 138.000 18.964
59 2046.0 9.823 1573.8 16.578 130.001 -5.796

1960 2547.2 24.497 1915.2 21.689 132.999 2.306
61 2766.4 8.606 2049.2 6.996 135.002 1.506
62 2737.8 -1.034 2043.1 -.295 134.002 -0.741
63 2911.0 6.326 2131.9 4.346 136.546 1.899
64 3410.8 17.169 2367.8 34.108 11.065 144.049 100.000 5.495

1965 3608.6 5.799 34.419 .912 104.843 4.843
66 3914.5 8.477 37.638 9.352 104.003 -0.801
67 4122.5 5.314 38.478 2.232 107.140 3.016
68 5558.8 34.841 44.051 14.484 126.190 17.781
69 6875.6 23.689 56.365 18.964 131.200 3.970

1970 8158.5 18.659 56.365 7.557 144.744 10.323
71
72
73 ,
74
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All 10.

INVENTORY CHANGES, MILLION MARK BILATERAL EXPORTS EXPORT
DEMAND,

Year Current Prices Constant Prices Current Prices mw

Value N, %1) 1954 1964 2) Value Change, % Change, %n, %

1948 57.1 215.4 98.6
1949 -20.2 -1 :623 -152.5 -5.007 130.4 32.252 4.643

1950 43.7 0.123 -158.0 -0.069 99.4 -23.773 9.753
1951 47.4 0.058 137.0 3.440 216.2 117.505 7.270
1952 -7.8 -0.573 157.0 0.215 340.3 57.401 -0.360
1953 -403.5 -3.862 -306.5 -4.726 412.0 21.070 6.166
1954 -16.6 3.905 -16.6 2.930 437.6 6.214 6.676

1955 150.5 1.565 107.5 1.163 467.0 6.719 8.028
1956 140.0 -0.089 38.4 -0.599 486.2 4.111 3.469
1957 216.4 0.580 43.0 0.038 623.9 28.322 3.218
1958 83.9 -0.921 -148.1 -1.582 616.3 -1.218 0.036
1959 163.4 0.513 -75.1 0.606 ·627.2 1.769 6.426

1960 429.7 1.570 82.8 1.206 617.5 -1.547 8.296
1961 580.8 0.786 67.4 -0.106 607.7 -1.587 4.121
1962 367.7 -1.004 -46.0 -0.721 795.3 30.871 3.474
1963 294.3 -0."319 -111.6 -0.396 767.0 -3.558 4.435
1964 1203.5 3.680 580.0 1203.5 4.092 721.1 -5.984 7.837

1965 874.2 -1.185 1131.4 -0.259 957.4 32.769 4.624
1966 1024.4 0.485 902.4 -0.774 902.4 -5.745 4.316
1967 1047.6 0.070 853.0 -0.161 1108.7 22.861 2.092
1968 1421. 2 1.047 657.6 -0.624 1315.4 18.649 6.404
1969 2293.4 2.154 1238.6 1.818 1469.1 11.685 7.296

1970 3102.6 1. 741 2238.0 2.814 1528.2 4.023 4.077
1971
1972
1973
1974

1) Change as percentage of total demand less inventories in current prices in previous year

2) Change as percentage of total demand less inventories in constant prices in previous year

I\.)
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All 11.

PUBLIC EXPENDITURE, MILLION MARK
,

Year Current Prices Constant Prices Price Indices

Value Change, % 1954 1964 Change, 7- "1954"=100 "1964"=100 Change, 7-

-
48 491. 7 924.4 53.191
49 624.. 0 26.907 1099.4 18.931 56.758 6.706

1950 848.1 35.913 1195.6 8.750 70.935 24·978
51 1070.8 26.259 1150.8 -3.747 93.048 31.174
52 1251.1 16.838 1262.7 9.724 99.081 ,. 6.484
53 1467.3 17.281 1465.9 16.093 100.096 1.024
54 1451.1 -1.104 1451.1 -1.010 100.000 -0.096

1955 1604.5 10.5'71 1533.7 5.692 104.616 4.616
56 1934.4 20.561 1633.0 6.475 118.457 13.230
57 216(.9 11.761 1728.4 5.842 125.081 , 5.592
58 2449.2 13.289 1856.0 7.383 131. 961 5.500
59 2656.1 8.448 1943.0 4.688 136.701 3.592

1960 1785.0 4.853 1955.4 0.638 142.426 4.188
61 3025.0 8.618 2015.4 3.068 150.094 5.384
62 3423.5 13.174 2187.2 8.524 156.524 4.284
63 3998.1 16.784 2390.5 9.295 167.250 6.853
64 4616.2 15.460 2548.1 4616.2 6.593 181.162 100.000 8.318

1965 5229.2 13.279 4914.2 6.456 106.410 6.410
66 5741.5 9.797 5071.4 3.199 113.213 6.393
67 6468.0 12.653 5292.0 4.350 122.222 7.958
68 7545.9 16.665 5584.2 5.522 135.130 10.• 561
69 8156.6 8.093 5748.4 2.940 141.893 5.005.

1970 8828.8 8.241 5872.8 2.164 150.334 5.949
71
72
73
74
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AII-12.

IMPORTS OF GOODS AND SERVICES, MILLION MARK

Year Current Prices Constant Prices Price Indices

Value Change, % 1954 1964 Change, % "1954"=100 "1964"=100 Change, %

.
48 729.8 1035.0 70.512
49 786.9 7.824 1058.0 2.222 74.376 5.480

1950 1021.3 29.788 1155.0 9.168 88.424 18.888
51 1780.4 74.327 1520.0 31.602 117.132 32.466
52 2056.8 15.525 1750.0 15.132 117.531 .341
53 1429.4 -30.504 1363.0 -22.114 104.872 -10.771
54 1689.7 18.210 1689.7 23.969 100.000 -4.646

1955 1991.3 17.849 1989.7 17.755 100.080 0.080
56 2281.9 14.593 2173.9 9.258 104.968 4.884
57 2581.8 13.143 2134.6 -1.808 120.950 15.226
58 2641.4 2.308 1915.2 -10.278 137.918 14.029
59 3047.8 15.386 2317.0 20.980 131.541 -4.624

-
1960 3834.7 25.819 2848.1 22.922 134.641 2.357

61 4186.4 9.172 3085.6 8.339 135.675 0.768
62 4504.4 7.596 3264.9 5.811 137.964 1.687
63 4462.0 -0.941 3203.8 -1.871 139.272 0.948
64 5449.9 22.140 3820.2 5449.9 19.240 142.660 100.000 2.433

1965 5989.3 9.897 5951.7 9.208 100.632 0.632
66 6309.2 ~.341 6235.8 4.773 101.177 0.542
67 6635.0 5.164 6150.2 -1.373 107.883 6.628
68 7757.9 16.924 5975.8 -2.836 129.822 20.336
69 9758.5 25.788 7332.6 22.705 133.084 2.513

1910 12554.9 28.656 8724.1 18.977 143.911 8.136
71
72
73
74 , l\..)
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All 13.

IMPORTS OF GOODS, MILLION MARK

Year Current Prices Constant Prices Price Indices

Value Change, % 1954 1964 Change, % "1954"=100 "1964"=100 Change, %

48 663.7 968.5 68.529
49 662.8 -0.136 904.6 -6.598 73.270 6.918

1950 891.5 34.505 969.0 7.119 92.002 25.566
51 1554.6 74.380 1263.9 30.433 123.000 33.693
52 1821.9 17 .194 1505.7 19.131 121.000 -1.626
53 1218.6 -33.114 1149.6 -23.650 106.002 -12.395
54· 1521.4 24.848 1521.4 32.342 100.000 -5.662

1955 1769.6 16.314 1769.6 16.314 100.000 0.000
56 2035.6 15.032 1938.6 9.550 105.004 5.004
57 2279.3 11.972 1868.3 -3.626 121.999 16.185
58 2333.0 2.356 1666.4 -10.807 140.002 14.757
551 2673.0 14.574 2009.8 20.607 132.998 -5.003

1960 3403.0 27.310 2502.2 24.500 136.000 2.257
61 3690.2 8.440 2693.6 7.649 136.999 0.735

'62 3928.7 6.463 2826.4 4.930 139.000 1.461
63 3866.9 -1.573 2754.4 -2.547 140.390 1.000
64 4816.5 24.557 3357.7 4816.5 21.903 143.446 100.000 2.177

1965 5265.1 9.314 5239.7 8.787 100.485 0.485
66 5524.4 4.925 5455.7 4.122 101.259 0.770
67 5794.4 4.887 5459.5 0.070 106.134 4.8i4
68 6710.9 15.817 5247.9 -3.876 127.878 2Q.487 .
69 8504.8 26.731 6486.6 23.604 131.113 2.530--"

1970 11071.4 30.178 7772.6 19.826 142.441 8.640
71
72

,
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All 14.

WAGE SUM IN THE PRIVATE SECTOR, MILLION MARKS UNEMPLOYMENT

Year Current prices Labour input(man-years) Wage rate
Unemployment Ratio of
as percentage applicants

Value Change, % In thousands Change, %
Wage sum/ Change, %

of labour for wo;rk to
man years force vacanc~es

1948 1623.8 920.9 1763.3 ·. 0.92
1949 1769.5 8.973 904.7 -1. 759 1955.9 10.923 ·. 2.56

1950 2222.5 25.600 921.8 1.890 2411.0 23.268 ·. 1. 76
1951 3159.9 42.178 986.0 6.964 3204.8 32.924 ·. 1.03
1952 3336.1 5.576 990.4 .446 3368.4 5.105 ·. 1.31
1953 3297.5 -1.157 964.7 -2.594 3418.2 1.478 ·. 2.00
1954 3559.7 7.951 1010.5 4.747 3522.7 3.057 ·. 1.59

1955 3974.7 11. 658 1056.3 4.532 3762.9 6.819 ·. 1.29
1956 4443.4 11.792 1071. 3 1.420 4147.7 10.226 ·. 1.34
1957 4627.1 4.134 1053.6 -1.652 4391. 7 5.883 ·. 1.93
1958 4823.0 4.234 1037.1 -1.566 4650.5 5.893 3.1 2.66
1959 5220.3 8.238 1061.6 2.362 4917.4 5.739 2.3 2.34

1960 5873.9 12.520 1126.2 6.085 5218.3 6.119 1.5 1.52
1961 6560.3 11.686 1164.8 3.427 5632.1 7.930 1.2 1.19
1962 72i+1.9 10.390 1194.9 2.584 6060.7 7.610 1.2 1.07
1963 8051.1 11.174 1196.3 0.117 6730.0 11.043 1.3 1.37
1964 9353.3 16.174 1214.6 1.529 7700.7 14.423 1.5 1.49

1965 10404.7 11. 241 1236.1 1. 770 8417.4 9.307 1.4 1.59
1966 11323.3 8.829 1249.2 1.059 9064.4 7.686 1.6 1.52
1967 12262.6 8.295 1243.7 - 0.440 9859.8 8.775 2.8 3.80
1968 13464.6 9.802 1236.7 - Q. 562 10887.5 10.423 4.0 3.91
1969 15088.9 12.063 1283.1 3.752 11759.7 8.011 2.8 3.29

1970 17216.1 14.098 1330.6 3.702 12938.6 10.025 1.9 1.71

1971
1972
1973
1974

N
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All 15.

NET DOMESTIC PRODUCT AT
NON LABOUR INCO~ffi (2) NET INCm-ffi TRANSFERS (0) DISPOSABLE INCOME

FACTOR COST

Year Current Prices Current Prices Current Prices Current Prices

Value Change, % Value Change, % Value 0, %1) Value Change, %

1948 3351.5 1727.7 -664.7 2706.8
1949 3542.5 5.699 1773.0 2.621 -613.0 1.543 2929.5 8.227

1950 4476.3 26.360 2253.8 27.118 -886.9 -7.732 3589.4 22.526
1951 6568.9 46.748 3409.0 51.256 -1471.7 . -13.064 5097.2 42.007
1952 6692.0 1.874 3355.9 -1.558 -1l35.0 5.126 5557.0 9.021
1953 6531.5 -2.398 3234.0 -3.632 -1114.3 0.309 5417.2 -2.516
1954 7347.4 12.492 3787.7 17.121. -1407.6 -4.491 5939.8 9.647

1955 8295.0 12.897 4320.3 14.061 -1660.3 -3.439 6634.7 11.699
1956 9066.1 9.296 4622.7 7.000 -1732.2 -0.867 7333.9 10.539
1957 9516.8 4.971 4889.7 5.776 -1694.6 0.415 7822.2 6.658
1958 10180.2 6.971 5357.2 9.561 -1638.9 0.585 8541.3 9.193
1959 11153.1 9.557 5932.8 10.744 -2033.1 -3.872 9120.0 6.775

1960 12464.4 11.757 6590.5 11.086 -2352.3 -2.862 10112.1 10.878
1961 13873.5 11.305 7313.2 10.966 -2254.0 0.789 11619.5 14.907
1962 14867.9 7.168 7626.0 4.277 -2457.9 -1.470 12410.0 6.803
1963 16475.8 10.815 8424.7 10.473 -2580.1 -0.822 13895.7 11.972
1964 18872.1 14.544 9518.8 12.987 -3297.5 -4.354 15574.6 12.082

1965 20691.3 9.640 10286.6 8.066 -3627.5 -1.749 17063.8 9.562
1966 22178.8 7.189 10855.5 5.530 -4074.6 -2.161 18104.2 6.097
1967 23931.8 7.904 11669.2 7.496 -4533.9 -2.071 19397.9 7.146
1968 26945.2 12.592 13480.6 15.523 -5377 .8 -3.526 21567.4 11.184
1969 30676.3 13.847 15587.4 15.628 -6711.1 -4.948 23965.2 11.118

1970 34382.6 12.082 17166.5 10.131 -8267.8 -5.075 26114.8 8.970
1971
1972
1973
1974

1) Change as percentage of net domestic product at factor cost in current prices in previous year

.-
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All 16.

LAGGED EXPORT SHARES OF THE 10 MOST IMPORTANT OECD-COUNTRIES, MILLION MARK
Year

UK Sweden Fed.Rep. USA Holland France Denmark Italy Be1&Lux Norway
of Ger.

48 41.933 8.004 0.167 16.036 6.342 5.378 10.00l 2.053 7.236 2.856
49 41.024 7.903 1.193 13.751 10.455 8.115 9.212 0.786 5.525 2.023

1950 40.403 6.102 4.503 11. 249 10.474 6.929 9.929 2.189 6.190 1.937
51 32.804 5.853 7.686 13 .166 11. 292 7.602 10.327 3.450 5.741 2.074
52 43.783 4.452 10.145 9.712 7.182 8.379 6.365 3.248 4.221 2.508
53 37.752 6.407 14.682 8.718 7.855 11.112 5.375 1.924 4.232 1.938
54 39.101 5.592 12.392 12.769 8.080 7.868 6.185 1.569 4.940 1.499

1955 39.671 4.841 13 .061 10.177 7.988 8.247 6.085 2.412 5.197 2.317
56 40.874 3.192 15.523 9.725 7.533 7.931 5.029 2.026 5.912 2.250
57 37.804 3.803 15.258 11. 744 6.390 9.323 4.376 2.417 7.748 1.133
58 38.361 5.502 15.69-" 8.935 7.320 9.888 4.432 2.203 6.984 0.673
59 36.319 5.914 17.855 7.601 7.264 10.157 4.916 2.884 5.980 1.106

1960 37.105 5.119 17.410 9.160 8.525 7.587 5.268 2.817 5.871 1.131
61 36.450 7.207 17.187 7.420 9.009 7.029 5.192 3.133 5.480 1.888
62 32.340. 8.283 18.879 6.397 9.133 7.550 5.139 3.959 5.599 2.714
63 31.177 8.840 18.380 8.23 9.335 6.986 5.658 4.240 5.239 1.911
64 32.317' 8.539 18.071 7.810 9.485 '7.482 5.311 4.806 4.970 1.206

1965 32.639 9.139 16.375 8.186 9.664 8.248 5.304 4.213 4.927 1.290
66 30.753 11.171 16.699 8.879 8.884 6.648 5.774 4.533 4.962 1.691
67 29.917 12.806 16.188 9.317 8.443 6.626 5.123 4.374 4.485 2.716
68 31.542 14.683 12.998 8.751 7.707 6.388 5.760 4.677 3.813 3.677
69 30.296 16.023 15.397 8.562 6.783 5.883 5.366 4.328 3.545 3.812

1970 26.923 20.262 14.643 8.726 6.403 6.096 5.813 4.058 3.577 3.491
71
72
73
74

N
W
-....J



All 17.

INDUSTRIAL PRODUCTION IN 10 MOST IMPORTANT OECD-COUNTRIES, "1958" = 100

Yealc
Fed.Rep.

UK Sweden USA Holland France Danmark Italy Be1&Lux Norwayof Ger. .

49 77 78 38 69 62 55 73 48 70 63
1950 83 80 49 80 68 58 81 55 74 69

51 85 84 58 87 72 65 82 62 91 74
52 83 82 61 90 72 66 78 64 91 74
53 89 83 67 97 79 68 81 70 83 79
5l~ 94 87 74 92 87 75 89 77 85 85

1955 99 92 85 103 94 82 89 84 96 92
56 99 96 92 107 98 88 90 90 103 98
57 101 98 97 107 100 96 96 97 104 100
58 100

!
100 100 100 100 100 100 100 100 100

59 105 106, 107 113 109 101 112 111 105 105
1960 112 116 I 119 116 I 122 110 121 128 114 113

61 114 125 127 117 128 116 127 142 118 119
62 115 132 132 126 134 123 137 156 112 124
631 119 I 141 137 133 141 130 142 169 113 131
64 128 153 149 141 154 138 160 171 124 140

1965 132 165 157 153 163 141 168 178 125 151
66 134 i 172 161 170 173 153 173 200 126 160
67 136 179 156 174 182 159 179 216 128 166
68 143 189 175 184 202 164 185 230 135 172
69 146 209 196 192 224 185 204 239 148 181

1970 148 221 212 186 247 196 210 254 152 189
71
72
73
74
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All 18.

IMPORT PRICES IN 10 MOST IMPORTANT OECD-COUNTRIES, "1963" = 100
Year Fed .Rep.UK Sweden of Ger. USA Holland France Denmark Italy Be1&Lux Norway

48 113.0 104.1 127.6 87.6 116.0 117.0 128.3 133.7 102.0 121.1
49 101.0 102.0 112.2 83.5 103.0 107.4 109.1 117.4 105.1 106.3

1950 86.0 82.7 106.1 90.7 88.0 95.7 92.9 101.0 93.9 92.6
51 114.0 105.1 132.7 113.4 111.0 123.4 118.2 132.6 117.3 111.6
52 112.0 110.2 121.4 107.2 110.0 122.3 115.2 128.3 114.3 111.6
53 102.0 101.0 107.1 103.1 99.0 108.5 105.1 117.4 107.1 104.2
54 101.0 100.0 106.1 105.2 97.0 107.4 101.0 112.0 103.1 98.9

1955 104.0 101.0 108.2 105.2 98.0 106.4 103.0 114.1 103.1 102.1
56 106.0 105.1 1l0.2 107.2 101.0 110.6 107.1 117.4 106.1 108.4
57 108.0 108.2 112.2 108.2 106.0 116.0 109.1 123.9 109.2 113.7
58 100.0 102.0 102.0 103.1 100.0 106.4 101.0 108.7 102.0 105.3
59 99.0 100.0 99.0 102.1 97.0 98.9 97.0 101.1 100.0 100.0

1960 99.0 100.0 101.0 103.1 97.0 102.1 99.0 100.0 100.0 101.1
61 97.0 98.0 102.0 ' 101.0 99.0 98.9 99.0 97.8 102.0 100.0
62 96.0 96.9 100.0 99.0 99.0 100.0 98.0 97.8 100.0 99.0
63 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
64 103.0' 105.0 100'.0 102.0 102.0 102.0 101.0 103.0 102.0 101.0

,1965 103.0 107.0 103.0 104.0 103.0 104.0 102.0 104.0 101.0 101.0
66 104.0 109.0 104.0 106.0 104.0 105.0 103.0 105.0 lU2.U 102.0
67 104.0 106.0 103.0 107.0 103.0 105.0 102.0 106.0 100.0 101.0
68 101.0 106.0 100.0 109.0 100'.0 102.0 100.0 106.0 101.0 99.0
69 104.0 114.0 105.0 112.0 103.0 104.0 102.0 107.0 104.0 101.0

1970 109.0 122.0 110.0 120.0 110.0 107.0 108.0 111.0 108.0 109.0
71
72
73
74
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All 19.

COMPETING PRICES, IMPORT PRICE INDEX OF MAIN EXPORTMARKETS

Year
Dollar-based Exchange rate Mark-based %-change

index index

48 110.0 1.36 149.60
49 100.7 1.69 170.23 13.79

1950 89.7 2.31 207.30 21. 77
51 116.4 2.31 268.94 29.73
52 113.9 2.31 263.20 - 2.13
53 104.0 2.31 240.20 - 8.74
54 102.5 2.31 236.85 - 1.39

1955 104.3 2.31 241.01 1. 75
56 107.1 2.31 247.33 2.62
57 109.9 2.57 282.38 14.17
58 101. 7 3.21 326.58 15.65
59 99.2 3.20 317.34 - 2.83

1960 99.9 3.21 320.82 1.10
61 99.0 3.22 318.78 - 0.64
62 98.1 3.22 315.79 - 0.94
63 100.0 3.22 322.00 1.97
64 102.2 3.22 329.08 2.20

1965 103.4 3.22 332.95 1.18
66 104.7 3.22 337.13 1.26
67 104.1 3.45 359.15 6.53
68 102.1 4.19 427.80 19.12
69 106.3 4.20 446.46 4.36

1970 112.7 4.18 471.09 5.52
71
72
73
74
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AlII 1.

C I N xgw m' a dU w Pc Pig

C 1.493 0.170 0.135 0.183 -0.388 0.924 -4.188 0.506 1.201 0.024
I 0.641 1. 221 0.043 0.229 -0.536 0.159 -1.103 0.012 0.391 0.283
N 0.051 O.Old 1.053 0.042 -0.040 0.060 -0.308 -0.011 -0.003 -0.015

Xgw -0.004 -0.001 -0.010 0.991 0.005 -0.033 0.122 -0.122 -0.010 0.001
1Dg 1.096 0.311 3.9t15 0.724 0.305 1.006 -5.468 0.046 0.298 -0.193
a O. 1'{ 6 0.061 0.496 0.131 -0.264 1 • 198 -0.935 -0.051 -0.005 -0.042

dU -0.039 -0.013 -0.109 -0.029 0.058 -0.262 1.205 0.013 0.001 0.009
w 0.CJ54 O.Olb 0.242 0.064 -0.129 -0.120 -1.516 1.222 0.661 -0.032
Pc 0.014 0.005 0.035 0.009 -0.019 0.122 -0.451 0.451 1.251 -0.002
Pi 0.014 0.005 0.035 0.009 -0.019 0.122 -0.452 0.452 0.258 0.998

Pxg 0.001 0.003 0.01(3 0.005 -0.010 0.063 -0.235 0.235 0.134 -0.001
Pg 0.u30 0.010 0.014 0.020 -0.040 0.251 -0.954 0.954 0.544 -0.005
c 0.419 0.165 0.100 0.113 -0.369 0.803 -3.131 0.056 -0.050 0.021
i 0.621 0.216 0.001 0.220 -0.511 0.031 -1.251 -0.440 0.134 -0.115
G 0.030 0.010 0.014 0.020 -0.040 0.251 -0.954 0.954 0.544 -0.005

Xgw 0.004 0.001 0.009 1. 002 -0.005 0.030 -0.113 O. 113 0.064 -0.001

Mg 1.096 0.311 3.905 0.124 0.305 1.086 -5.468 0.046 0.298 -0.193
D 0.191 0.214 1.341 0.299 -0.294 0.529 -2.539 0.381 0.619 0.031
D' 0.700 0.268 0.353 0.270 -0.266 0.492 -2.341 0.414 0.111 0.054
d' 0.319 O. 1 10 0.327 0.262 -0.250 0.314 -1.914 -0.066 -0.011 -0.096

Pd' 0.461 0.158 0.021 0.008 -0.016 O. 118 -0.421 0.481 0.728 0.150
H 0.039 0.013 0.091 0.026 -0.052 0.336 -1.246 1.245 0.110 -0.007
aJ

-0.079 -0.027 -0.303 -0.080 o. 161 -0. 1 10 0.568 0.040 0.035 0.035dIC
K 0.444 0.152 -0.052 -0.013 0.026 0.151 0.066 0.083 0.512 0.160
W 0.230 0.019 0.138 0.194 -0.393 1.011 -2.451 1.165 0.662 -0.014
Z 1. 4 b4 0.504 1.223 0.275 -0.636 -0.130 -1.914 -0.066 1 .121 0.281

~;t} 1.011 0.369 1.231 0.296 -0.649 0.591 -2.145 0.686 1.129 0.132
T, 0.100 0.26U 0.353 0.210 -0.266 0.492 -2.341 0.414 0.111 0.054

l.

"e -0.007 -0.003 -0.OH3 -0.005 0.010 -0.063 0.235 -0.235 -0.134 0.001
Xg -0.004 -0.002 -0.011 0.821 0.006 -0.038 0.142 -0.142 -0.081 0.001
x -0.004 -0.001 -0.009 0.612 0.005 -0.031 O. 111 -0.116 -0.066 0.001
Xg 0.003 0.001 0.001 0.826 -0.004 0.025 -0.093 0.093 0.053 -0.001
X 0.002 0.001 0.006 0.682 -0.003 0.021 -0.011 0.011 0.044 -0.000
Px 0.006 0.002 0.015 0.010 -0.008 0.052 -0.193 0.193 0.110 -0.001
m 0.910 0.334 3.521 0.641 0.210 0.961 -4.839 0.041 0.264 -0.111
M 0.955 0.329 3.415 0.632 0.266 0.941 -4.168 0.040 0.260 -0. 168
y' 0.149 0.051 -0.505 0.163 -0.385 0.222 -1.153 -0.094 -0.091 -0.011

OOAP -0.205 -0.011 -0.166 -0.201 0.418 -0.285 1.415 0.103 0.090 0.092
d 0.351 0.123 1. 333 0.293 -0.281 0.420 -2.146 -0.014 -0.019 -0.108
Y 0.205 0.011 0.186 0.201 -0.418 0.285 -1.415 -0.103 -0.090 -0.092
y 0.151 0.260 0.815 0.216 -0.433 0.425 -1.981 0.414 0.184 0.088

Py 0.552 0.190 0.029 0.009 -0.016 0.140 -0.506 0.511 0.814 0.180

I\..)
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AlII 2.

Pxg Pg c i G Xgw Kg D D' d'

C 0.062 O. 191 1 .562 0.192 0.191 0.161 -0.205 1 • 169 -0.029 -0.659
I 0.086 0.249 0.703 1.241 0.249 0.210 -0.289 1.645 -0.157 0.020

N -0.011 0.020 0.132 0.044 0.020 0.017 -0.022 0.126 -0.007 0.116

xgw -0.520 -0.001 -0.008 -0.003 -0.001 -0.001 0.001 -0.006 -0.003 0.011

~
-0.097 0.425 2.256 0.754 0.425 0.358 -0.465 2.652 -0.117 1.972
-0.026 0.068 0.408 0.136 0.068 0.058 -0.057 0.322 0.081 -0.502

atJ 0.006 -0.015 , -0.089 -0.030 -0.015 -0.013 0.012 -0.070 -0.018 0.110
w -0.025 0.021 0.200 0.066 0.021 0.018 -0.028 0.158 -0.032 -0.173

Pc -0.001 0.005 0.029 0.010 0.005 0.005 -0.004 0.023 0.009 -0.039

Pi -0.001 0.006 0.029 0.010, 0.006 0.005 -0.004 0.023 0.010 -0.039

Pxg 0.999 0.003 0.015 0.005 0.003 0.002 -0.002 ' 0.012 0.005 -0.021

Pg -0.002 1. 0 12 0.061 0.020 0.012 0.010 -0.008 0.048 0.020 -0.083
c 0.063 0.186 1.533 0.183 0.186 0.157 -0.201 1 • 146 -0.039 -0.620
i 0.087 0.243 0.674 1 .231 0.243 0.205 -0.285 1. 623 -0.167 0.059
G -0.002 1.012 0.061 0.020 1. 0 12 0.010 -0.008 0.048 0.020 -0.083

Xgw O.l~do 0.001 0.007 0.002 0.001 1 .001 -0.001 0.006 0.002 -0.010

Kg -0.097 0.425 2.256 0.754 0.425 0.358 0.535 2.652 -0.117 1.972
D 0.097 0.309 0'.919 0.314 0.309 0.260 -0.155 1.881 -0.039 -0.187
D' O. 112 QA 3..0? 0.827 0.283 Q• .1QZ Q.2.5.5 -I;) .ll9 0.. 793- .0. ~_Q -0 t3 11
d' -0.066 0.124 0.818 0.272 ,0.124 0.104 -0.137 0.782 -0.044 0.721

Pd 0.177 0.179 0.008 o.011 0.179 0.151 -0.002 o•0 11 1. 0 10 -1.032

H -0.003 0.015 0.080 0.027 0.015 0.013 -0.011 0.063 0.026 -0.109

~IC 0.027 -0.031 -0.250 -0.083 -0.031 -0.026 0.035 -0.197 0.014 0.243

K 0.lti6 0.172 -0.057 -0.010 ,0.172 0.145 0.007 -0.040 1.021 -0.976

W -0.051 0.089 0.609 0.2D2 0.089 0.075 -0.084 0.479 0'.049 -0.675

z 0.379 0.56U 0.819 0.294 0.568 0.479 -0.664 3.783 -0.386 -0.932

kw+1) 0.;208 0.416 0.899 0.313 0.416 0.350 -0.474 2.698 -0.214 -1.013

Ti O. 1 12 0.302 0.827 0.283 0.302 0.255 -0.139 0.793 0.966 -0.311

xe -0.999 -0.003 -0.015 -0.005 -0.003 -0.002 0.002 -0.012 -0.005 0.021

Xg -0.604 -0.002 -0.009 -0.003 -0.002 -0.001 0.001 -0.007 -0.003 0.012

x -0.495 -0.001 -0.007 -0.003 -0.001 -0.001 0.001 -0.006 -0.002 0.010

Xg 0.395 0.001 0.006 0.002 0.001 0.825 -0.001 0.005 0.002 -0.008

X 0.326 0.001 0.005 0.002 0.001 0.681 -0.001 0.004 0.002 -0.007

Px 0.821 0.002 0.012 0.004 0.002 0.683 -0.002 0.010 0.004 -0.017

m -0.086 0.376 1.996 0.667 0.376 0.317 -0.411 2.347 -0.103 1.745
K -0.084 0.371 1.967 0.657 0.371 0.312 0.467 2.312 -0.102 1.720

y' -0.061 0.058 0.512 0.169 0.058 0.049 -0.066 0.375 -0.029 .0.455

~GAP 0.070 -0.079 -0.649 -0.215 -0.079 -0.067 0.090 -0.511 0.036 0.631

d -0.073 0.139 0.918 0.305 0.139 O. 117 -0.154 0.877 -0.050 -0.157

Y -0.·070 0.079 0.649 0.215 0.079 0.067 -0.090 0.511 -0.036 -0.631
y 0.142 0.294 0.657 0.228 0.294 0.247 -0.310 1.773 -0.024 -0.663

Py 0.213 0.214 0.007 0.013 0.214 O. 181 -0.220 1.262 0.012 -0.032
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AlII 3.

Pd' H t:.IC K w z (W+Z)D T' xe Xg1

e 0.094 0.604 o. 0.094 -0.067 0.430 0.570 -0.124 0.005 0.026
I 0.016 0.451 o. 0.016 -0.434 0.603 0.257 -0.174 0.004 0.024
N 0.006 0.007 o. 0.006 -0.015 0.046 0.048 -0.013 0.005 0.031
Xgw -0.003 -0.124 o. -0.003 0.001 -0.003 -0.003 0.001 -0.000 -0.002

II'g O. 1 1 1 0.345 O. O. 1 1 1 -0.263 0.790 0.823 -0.227 0.078 0.444
a 0.122 0.030 O. 0.122 -0.0413 0.143 0.149 -0.041 0.016 0.089
t:.'U -0.027 -0.007 O. -0.027 0.010 -0.031 -0.033 0.009 -0.003 -0.019
w -0.012 0.241 O. -0.012 -0.023 0.070 0.073 -0.020 0.010 0.056

Pc 0.012 0.458 O. 0.012 -0.003 0.010 o . 0 1 1 -0.003 0.001 0.006

Pi 0.012 0.459 O. 0.012 -0.003 0.010 o . 0 1 1 -0.003 0.001 0.006

Pxg 0.006 0.239 o. 0.006 -0.002 0.005 0.006 -0.002 0.001 0.003

Pg 0.026 0.969 o. 0.026 -0.007 0.021 0.022 -0.006 0.002 0.012
c 0.082 0.146 O. 0.082 -0.064 0.420 0.560 -0.121 0.004 0.021
i 0.004 -0.008 O. 0.004 -0.430 0.593 0.246 -0.171 0.003 0.018
G 0.026 0.969 O. 0.026 -0.007 0.021 0.022 -0.006 0.002 . 0.012

~
0.003 O. 1 15 O. 0.003 -0.001 0.003 0.003 -0.001 0.000 0.001
O. 1 1 1 0.345 O. O. 1 1 1 ':"0.263 0.790 0.823 -0.227 0.078 0.444

D 0.054 0.514 O. 0.054 -0.110 0.324 0.335 -0.093 0.008 0.047
D' 0.050 0.530 O. 0.050 -0.099 0.292 0.302 -0.084 0.003 0.018
d' 0.038 0.041 o. 0.038 -0.095 0.286 0.299 -0.082 0.034 0.191

Pd' 1. 012 0.488 O. 0.012 -0.004 0.006 0.003 -0.002 -0.031 -0.174
H 0.034 1.265 O. 0.034 -0.009 0.028 0.029 -0.008 0.003 0.016
Me -0.011 0.007 1.000 -0.011 0.029 -0.087 -0.091 0.025 -0.011 -0.065
K 1 .016 0.410 O. 1. 0 16 0.004 -0.017 -0.021 0.005 -0.034 -0.192
W O. 1 10 0.271 O. O. 1 10 0.929 0.213 0.222 -0.061 0.025 0.145
z· -0.013 1.017 o. -0.013 -1.088 1.294 0.299 -0.373 -0.043 -0.247

(w+z l 0.060 0.814 o. 0.060 -0.109 0.953 1.328 -0.275 -0.012 -0.066

'If 0.050 0.530 O. 0.050 -0.099 0.292 0.302 0.916 0.003 0.018

Xe -0.006 -0.239 o. -0.006 0.002 -0.005 -0.006 0.002 0.999 -0.003

Xg -0.004 -0.145 O. -0.004 0.001 -0.003 -0.003 0.001 0.176 0.998
x -0.003 -0.118 o. -0.003 0.001 -0.003 -0.003 0.001 0.144 0.818

? 0.003 0.095 o. 0.003 -0.001 0.002 0.002 -0.001 0.000 0.001
0.002 0.078 O. 0.002 -0.001 0.002 0.002 -0.000 0.000 0.001

Px 0.005 0.197 . O. 0.005 -0.001 0.004 0.005 -0.001 -0.144 -0.817

m 0.098 0.305 o. 0.098 -0.233 0.699 0.729 -0.201 0.069 0.393

M 0.097 0.301 o. 0.097 -0.230 0.689 0.718 -0.198 0.068 0.388

y' 0.023 -0.028 o. 0.023 -0.059 0.179 0.187 -0.051 0.024 0.139

t:.GAP -0.029 0.018 O. -0.029 0.075 -0.227 -0.237 0.065 -0.030 -0.170

d 0.043 0.046 o. 0.043 -0.107 0.321 0.335 -0.092 0.038 0.214

~
0.029 -0.018 O. 0.029 -0.075 0.227 0.237 -0.065 0.030 0.170
0.043 0.567 o. 0.043 -0.080 0.233 0.240 -0.067 -0.007 -0.039

Py .Q.Q.L4 0 .. 586 o. .(} .. 014 -o .. .Qoll -0.0.09 .0. O.Q 3 -.0. Q..Q..2. -0.. .0-3-1 -O..2~..
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AlII 4.
I\J
~

~

-x Xg x Px m M . y' AGAP d y

C 0.032 0.196 0.237 o. -0.206 -0.235 0.152 o. 0.836 0.669
I 0.029 0.254 0.308 o. -0.279 -0.331 0.983 O. 0.117 0.094
N 0.038 0.020 0.025 O. -0.021 -0.025 0.035 O. 0.058 0.046
xglol -0.002 -0.002 -0.002 O. 0.005 0.001 -0.002 O. -0.020 -0.016
mg 0.543 0.435 0.526 o. -0.260 -0.533 0.597 o. 0.525 0.420
a 0.108 0.070 0.085 O. -0.234 -0.065 0.108 o. 1.034 0.828
AU -0.024 -0.015 -0.019 O. 0.051 0.014 -0.024 o. -0.226 -0.181
w O.oG8 0.021 0.026 O. -0.114 -0.032 0.052 O. 0.504 0.403
Pc 0.007 0.006 0.007 O. -0.017 -0.005 0.000 O. 0.073 0.059
Pi 0.007 0.006 0.007 0 •. -0.017 -0.005 0.008 O. 0.074 0.059
Pxg 0.004 0.003 0.004 o. -0.009 -0.002 0.004 o. 0.038 0.031
Pg u.u15 0.012 0.014 O. -0.035 -0.010 0.016 O. 0.155 0.124
c ().O25 0.190 0.230 O. -0.190 -0.231 0.145 O. 0.762 0.610
i 0.022 0.249 0.301 O. -0.262 -0.327 0.975 o. 0.043 0.035
G 0.015 0.012 0.014 O. -0.035 -0.010 0.016 O. 0.155 0.124

Xgw 0.002 0.001 0.002 O. -0.004 -0.001 0.002 O. 0.018 0.015
Mg 0.543- 0.435 0.526 o. -0.260 -0.533 0.597 o. 0.525 0.420
D 0.057 0.316 0.383 O. -0.157 -0.177 0.249 o. 0.463 0.371
D' 0.022 0.309 0.375 O. -0.143 -0.160 0.224 O. 0.426 0.341
d' 0.234 O. 126 0.153 O. -0.128 -0.157 0.215 O. 0.359 0.288
P , -0.212 0.183 0.222 O. -0.016 -0.002 0.009 o. 0.067 0.053
Hd

0.019 0.016 0.019 O. -0.046 -0.013 0.021 o. 0.203 0.162,..-
AlC -0.080 -0.031 -0.038 o. 0.143 0.040 -0.066 0.385 -0.630 -0.504

K -0.234 0.176 0.213 O. 0.022 0.008 -0.008 O. -0.097 -0.078
W 0.177 0.091 0.110 O. -0.348 -0.097 0.160 O. 1.538 1.231
z -0.302 0.581 0.703 O. 0.031 -0.761 0.233 O. -0.462 -0.370

6i~zf -0.081 0.425 0.515 O. -0.198 -0.543 0.248 O. 0.669 0.535
T. 0.022 0.309 0.375 o. -0.143 -0. 160 0.224 O. 0.426 00341

l.

)Ce -0.004 -0.003 -0.004 O. 0.009 0.002 -0.004 O. -0.038 -0.031
Xg -0.002 -0.002 -0.002 O. 0.005 0.001 -0.002 o. -0.023 -0.019
x 0.998 -0.001 -0.002 o. 0.004 0.001 -0.002 o. -0.019 -0.015
X 0.001 1.001 0.001 o. -0.003 -0.001 0.002 O. 0.015 0.012
Xg 0.001 0.827 1. 00 1 o. -0.003 -0.001 0.001 o. 0.013 0.010

Px -0.997 0.828 1. 003 1.000 -0.007 -0.002 0.003 O. 0.031 0.025
m 0.400 0.385 0.466 O. 0.770 -0.472 0.528 O. 0.465 0.372
M 0.473 0.379 0.459 O. .-0.227 0.535 0.521 O. 0.458 0.367
y' 0.170 0.059 0.072 O. -0.361 -0.076 1 • 134 O. 0.332 0.266

AGAP -0.207 -0.081 -0.098 O. 0.371 0.103 -0.170 1.000 -1.636 -1.310
d 0.262 0.• 142 0.172 o. -0.143 -0.177 0.242 o. 1.403 0.323
y 0.207 0.081 0.098 O. -0.371 -0.103 0.170 o. 1.636 10310
Y -0.047 0.300 0.364 O. -0.140 -0.355 o. 181 O. 0.465 0.372
Py -().254 0.219 0.265 O. 0.231 -0.252 0.010 O. -1.172 -0.938



AlII 5.

y Py

C -0.154 -0.'154
I -0.212 -0.212
N -0.010 -0.016

x~
0.002 0.002
O. 121 O. 121

a -0.104 -0.104
tW 0.D23 0.023
w -0.051 -0.051
Pc -0.007 -0.007
Pi -0.007 -0.007

Pxg -0.004 -0.004
Pg -0.016 -0.016

,c -0.146 -0.146
i -0.205 -0.205
G -0.016 -0.016

X -0.002 -0.002

~ 0.121 0.121
-0. 1 16 -0. 1 16

D' -0.105 -0.105
d' -0.099 -0.099
Pdf -0.006 -0.006
H -O~02.o -0.020

~rC 0.064 0.064
K 0.010 0.010
W -0.155 -0.155
Z -0.252 -0.252

(W+Z -0.257 -0.257
T' -0.105 -0.1051

xe 0.004 0.004
Xg 0.002 0.002
x 0.002 0.002
Xg -0.002 -0.002
X -0.001 -0.001
Px -0.003 -0.003
m 0.107 0.107
M 0.105 . 0.105
y' -0.153 -0.153

~GAP 0.165 0.165
d' -0.111 .-0.111
Y. -0.165 -0.165
Y 0.828 -0.172
Py 0.994 0.994

t\.)

ot:.
U1



AIV 1.

- . -
m pi ,

const. : g, P1llac F .Ti ' 0 w ,'X Px -1 Pmg-l

C 4.0'05 0.215 0.201 -0.110 0.117 0.718 0.427 0.143 0.151 G.tHttt
I 2.935 0.270 0.Ocl9 -0.154 -0.094 0.323 0.536 0.187 0.190 0.103
N 0.785 0.048 0.029 -0.012 -0.014 0.061 0.099 0.014 0.035 -0.031

XI; -3~082 -0.003 -0.049 0.001 -0.013 -0.004 2.332 0.1 13 0.826 0.010
0.690 0.826 -0.408 -0.202 -0. 176 1.037 1.694 0.301 0.600 -0.206

a -1.299 0.141) 0.059 -0.037 -0.054 0.188 0.305 0.048 0.108 0.034
till 0.682 -0.,032 -0.013 0.008 0.012 -0.041 -0.067 -0.010 -0.024 -0.008
w 2.081 0.071 0.134 -0.018 O. 119 0.092 0.149 0.013 0.053 0.017
Pc ,2.323 0.011 o.211 -0.003 0.256 0.013 0.022 0.004 0.008 0.002
p. 1.326 0.011 0.302 -0,.003 0.049 0.013 0.022 0.004 0.008 0.002

1.
-0.172 0.006 0.093 -0.001 0.026 0.007 o~ 011 0.782 0.004 -0.020Pxg

Pg 2.185 0.022 0.11:17 -0.005 0.104 0.028 0.046 0.008 0.016 0.005
c 1.762 0.204 -0.010 -0.107 -0.139 0.704 0.405 0.139 0.144 0.046
i 1.610 0.260 -0.213 -0.152 -0.143 0.310 0.514 0.183 0.182 0.100
G 2.185 1.022 0.187 -0.005 0.104 0.028 0.046 0.008 0.016 0.005

X -3.255 0.003 0.045 -0.001 0.012 0.003 2.343 0.895 0.830 -0.009

!= 0.690 0.826 0.592 -0.202 -0.176 1.037 1.694 0.301 0.600 -0.206
2.864 0.351 0.166 -0.083 0.042 0.422 0.699 0.231 0.247 0.006

D' 2.203 0.318 0.144 -0.075 0.058 0.380 0.630 0.227 0.223 0.037
d' 0.619 0.296 -0.047 -0.073 -0.090 0.376 0.612 0.085 0.217 0.039
P , 1.584 0.022 O. 191 -0.002 0.148 0.004 0.018 0.142 0.006 -0.002
ad 0.660 0.029 0.129 -0.007 0.136 0.037 0.060 0.011 0.021 0.007

t:.1.c 1. 219 -0.090 -0.026 0.022 0.033 -0. 115 -0. 186 -0.020 -0.066 -0.021
K 0.907 -0.001 0.147 0.004 0.016 -0.026 -0.030 0.138 -0.011 -0.007
W 0.783 0.220 0.192 -0.054 0.066 0.280 0.454 0.061 0.161 0.051
Z '(.283 0.345 -0.034 -0.331 -0.138 0.376 0.643 0.439 0.228 0.073

~+zf 5.106 0.356 0.099 -0.244 -0.047 1.672 0.692 0.316 0.245 0.078
T. 2.203 0.318 0.144 -0.075 1.058 0.380 0.630 0.227 0.223 0.037

1.
0.172 -0.006 -0.093 0.001 -0.026 -0.007 -0.011 -0.782 -0.004 0.020J(e

xg -2.510 -0.003 -0.056 0.001 -0.015 -0.004 1. 920 -0.044 0.680 0.012
X -2.055 -0.003 -0.046 0.001 -0.013 -0.003 1.572 -0.036 0.557 0.010
X -2.682 0.002 0.037 -0.001 0.010 0.003 1.931 0.738 0.684 -0.008r -2.215 0.002 0.030 -0.000 0.008 0.002 1.595 0.609 0.565 -0.006
Px -0. 160 0.005 0.077 -0.001 0.021 0.006 0.023 0.646 0.008 -0.016
m 0.610 0.731 -0.361 -0.179 -0.156 0.917 1.499 0.267 0.531 -0.182
M 0.601 0.721 0.516 -0.176 -0.153 0.904 1.477 0.263 0.523 -0.179
y' 0.622 0.183 0.035 -0.046 -0.072 0.235 0.382 0.038 0.135 0.096

/:IJAP 3.166 -0.233 -0.069 0.058 0.087 -0.298 -0.483 -0.053 -0.171 -0.055
d 1.358 0.332 -0.017 -0.082 -0.100 0.422 0.686 0.095 0.243 0.008
y 1.544 0.233 0.069 -0.058 -0.087 0.298 0.483 0.053 0.171 0.055
y 3.430 0.259 0.079 -0.060 0.091 0.302 0.504 0.223 0.179 0.053

" 1.886 0.026 0.010 -0.002 0.178 0.003 0.021 0.170 0.007 -0.002
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AIV 2.

Pxg-l Pc-l Pi-l Pg- 1 H_1 z_1 d' a_I N_1 (W+Z)~t-1

e _. -B. i-B- --t)-. 't 1"4 O.OOil O. (j2j -0.004 0.112 0.129 0.0711 -0.271 O.uB
I -0. 104 -0.003 0.044 0.029 -0.005 0.722 O. 179 0.220 -0.010 0.30b
N -0.038 0.002 -0.002 0.002 0.001 0.025 0.013 0.000 -0.3<.H:l 0.057

x -0.982 0.028 0.000 -0.000 0.030 -0.002 -0.002 -0.007 0.09 4 -0.003
gw

-0.629 -0.010 -0.030 0.050 0.006 0.439 -0.102 0.152 -1.4'11 O.yol,
-0.116 0.013 -0.007 0.008 0.001 0.079 0.088 0.041 -O.lB3 0.17 {)

AU 0.025 -0.003 0.001 -0.002 -0.000 -0.017 -0.019 -0.009 0.040 -0.039
w -0.060 -0.275 -0.005 0.002 0.001 0.039 0.043 -0.429 -0.089 0.007

Pc -0.008 -0.101 -0.000 0.001 0.000 0.006 0.006 0.026 -0.013 u.013
p. -0.008 -0.102 0.155 0.001 0.000 0.006 0.006 0.026 -0.013 o. 0 13

1
0.296 0.014 -0.007 0.007Pxg -0.053 -0.000 0.000 -0.• 057 0.003 0.003

Pg -0.017 -0.215 -0.001 O. 119 0.000 0.012 0.013 0.056 -0.027 0.027
c -0.125 -0.013 0.004 0.022 -0.004 0.106 0.123 0.048 -0.25b 0.66'1
i -0.156 0.099 -0. 1 11 0.029 -0.005 0.717 0.173 0.194 .-0.003 0.293
G -0.017 . -0.215 -0.001 O. 119 0.000 0.012 0.013 0.056 -0.027 0.U27

X -0.686 -0.025 -0.000 0.000 -0.027 0.001 0.002 0.007 -0.003 0.003

!= -0.629 -0.010 -0.030 0.050 0.006 0.439 -0.102 0.152 -1.471 0.901
-0.218 -0.0~7 0.006 0.036 -0.006 o. Hl3 0.098 0.083 -0.497 0.400

D' -0.190 -0.093 0.008 0.036 -0.006 0.165 0.089 0.078 -0.130 0.360
d' -0.237 0.015 -0.015 0.015 0.004 0.158 0.Od4 0.050 -0.121 0.350
p , 0.047 -0.108 0.023 0.021 -0.010 0.006 0.005 0.028 -0.010 0.004
Hd

-0.022 -0.280 -0.001 0.002 0.000 0.016 0.017 0.072 -0.036 0.035
Ale 0.074 -0.009 0.005 -0.004 -0.002 -0.048 -0.054 -0.014 O. 1 12 -0.lU9

K 0.066 -0.019 0.025 0.020 -0.011 -0.006 -0.009 0.167 0.·0113 -U."023

W -0.176 -0.262 -0.011 0.011 0.003 0.118 O. 131 -0.389 -0.272 0.265

(:+~
-0.114 0.015 0.044 0.067 -0.022 o. 171 0.212 0.538 -0.451 o.:! 56
-0.182 -0.154 0.020 0.049 -0.012 O. Hl2 0.217 0.098 -0.456 0.391

T. -0.190 -0.093 0.008 0.036 -0.006 0.165 0.089 0.078 -0.130 0.360
1

-0.296 0.053 0.000 -0.000 0.057 -0.003 -0.003 -0.014 0.007 -0.007"e.Xg -0.861 0.032 0.000 -0.000 0.034 -0.002 -0.002 -0.008 0.004 -0.004
x -0.705 0.026 0.000 -0.000 0.028 -0.001 -0.002 -0.007 0.003 -0.003

~
-0.565 -0.021 -0.000 0.000 -0.023 0.001 0.001 0.005 -0.003 0.003
-0.467 -0.017 -0.000 0.000 -0.019 0.001 0.001 0.004 -0.002 0.002

Px 0.238 -0.044 -0.000 0.000 -0.047 0.002 0.003 0.011 -0.006 0.005

m -0.556 -0.009 -0.026 0.044 0.005 0.388 -0.090 0.134 -1.301 0.t:l6b
M -0.548 -0.009 -0.026 0.044 0.005 0.383 -0.089 0.132 -1.282 0.856
y' -0.153 0.021 -0·.012 0.007 0.003 0.099 0.129 0.029 0.186 0.223

AGAJ 0.192 -0.023 0.014 -0.009 -0.004 -0.125 -0.140 -0.037 0.290 -0.2b2
d -0.265 0.017 -0.017 0.016 0.004 0.178 0.094 0.057 -0.492 0.399
y -0.192 0.023 -0.014 0.009 0.004 0.125 0.140 0.037 -0.290 0.282
Y -0.136 -0.107 0.014 0.035 -0.008 0.133 0.145 0.071 -0.301 0.286

.P1' 0.056 -0.130 0.028 0.025 -0.012 0.007 0.005 0.033 -0.011 0.003
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'"
,

d 'tou_ 1 xe XII XII M
a

m Pm Py-1 y -1 -28
,..

.. 0.171 0.039 0.041 0.0-06 -0.0'30 :"0.024 -0.020 -0.077 0.304 -0.118...
I 0.004 0.049 0.054 0.005 -0.042 -0.032 -0.003 -0.106 1.966 -0.007
N -0.004 0.009 0.004 0.007 -0.003 -0.002 -0.001 -0.008 0.069 -0.169

X -0.041 -0.001 -0.000 -0.000 0.000 0.001 0.001 0.001 -0.004 0.002
JW 0.016 0.155 0.092 0.098 -0.068 -0.030 -0.023 0.060 1 • 194 -0.642
mg -0.019 0.028 0.015 0.020 -0.008 -0.027 -0.026 -0.052 0.216 -0.080a
tou 0.004 -0.006 -0.003 -0.004 0.002 0.006 0.006 0.011 -0.047 0.017
W 0.413 0;014 0.004 0.012 -0.004 -0.013 0.003 -0.025 0.105 -0.039

~ 0.152 0.002 0.001 0.001 -0.001 -0.002 -0.003 -0.004 0.015 -0.006
:Pi 0.153 0.002 0.001 0.001 -0.001 -0.002 -0.003 -0.004- 0.015 -0.006

P!8 0.080 0.001 0.001 0.001 -0.000 -0.001 -0.001 -0.002 0.008 -0.003
Pg 0.322 0.004 0.003 0.003 -0.001 -0.004 -0.006 -0.008 0.032 -0.012
c . 0.019 0.037 0.040 0.005 -0.030 -0.022 -0.017 -0.073 0.289 -0.113
i -0.149 0.047 0.052 0.004 -0.042 -0.030 -0.001 -0.102 1. 950 -0.001
G 0.322 0.004 0.003 0.003 -0.001 -0.004 -0.006 -0.008 0.032 -0.012

X 0.038 0.000 0.000 0.000 -0.000 -0.000 ';'0.001 -0.001 0.004 -0.001gw

~
0.016 0.155 0.092 0.098 -0.068 -0.030 -0.023 0.060 1 .194 -0.642
0.131 0.064 0.067 0.010 -0.023 -0.018 -0.011 -0.058 0.497 -0.217

D' 0.140 0.058 0.065 0.004 -0.020 ':'0.016 -0.011 -0.053 0.449 -0.057
d' -0.022 0.056 0.027 0.0'42 -0.020 -0.015 -O.OO~ -0.050 0.431 -0.053
Pd 0.162 0.002 0.039 -0.038 -0.000 -0.002 -0.003 -0.003 0.018 -0.004
H 0.421 0.005 0.003 0.003 -0.002 -0.005 -0.007 -0.010 0.042 -0.0 Hi

AlC 0.013 -0.017 -0.007 -0.014 0.005 0.016 0.002 0.032 -0.131 0.049
K n.'02(3 _0.003 0.031 -6.042 0.001 0.002 -0.213 0.005 -0.016 0.008
W 0.394 0.041 0.019 0.032 -0.012 -0.040 -0.023 [-0.078 0.321 -0.119
Z -0.022 0.059 0.122 -0.055 -0.097 0.004 0.003 '-0.126 0.466 -0.197

~+zf 0.232 0.063 0.090 -0.015 -0.070 -0.023 -0.013 -0.123 0.496 -0.199
T· 0.140 0.058 0.065 0.004 -0.020 -0.016 -0.011 .-0.053 0.449 -0.0571

xe -0.080 0.999 -0.001 -0.001 0.000 0.001 0.001 0.002 -0.008 0.003
x -0.048 0.175 -0.000 -0.000 0.000 0.001 0.001 0.001 -0.005 0.002
x8 -0.039 0.144 -0.000 0.181 0.000 0.000 0.001 0.001 -0.004 0.001

~
0.031 0.176 0.000 0.000 -0.000 -0.000 -0.001 -0.001 0.003 -0.001
0.026 0.146 0.174 0.000 -0.000 -0.000 -0.000 '-0.001 0.003 -0.001

Px 0.065 0.002 0.175 -0.180 -0.000 -0.001 -0.001 -0.002 0.007 -0.002
m 0.014 0.137 0.081 0.087 -0.060 0.089 -0.021 0.053 1 .057 -0.56U
M 0.014 0.135 0.080 0.086 0.068 -0.026 -0.020 0.053 1 .041 -0.559
y' -0.032 0.035 0.012 0.031 -0.010 -0.042 -0.005 -0.076 0.268 0.081

toGAP 0.035 -0.044 -0.017 -0.037 0.013 0.043 0.006 0.083 -0.341 0.127
d -0.025 0.063 0.030 0.047 -0.023 -0.016 -0.009 -0.056 0.484 -0.215
Y -0.035 0.044 0.017 0.037 -0.013 -0.043 -0.006 -0.083 0.341 -0.127
Y 0.1,60 0.046 0.063 -0.009 -0.045 -0.016 -0.009 -0.086 0.361 -0.131
Py 0.195 0.002 0.046 -0.046 -0.032 0.027 -0.003 -0.003 0.020 -0.005

~

~
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AIV 4.

,
w_1 Y-2 Px-2 Pxg -2 C-1 Y-1

C 0~203 -0.457 0.05b -0.056 -0.679 0.065
I 0.005 -2.948 0.071 -0.071 -0.306 -0.196
N -0.004 -0.104 0.013 -0.013 -0.05'{ 0.001
Xgw -0.049 0.006 0.307 -0.307 0.003 0.002
DIg 0.018 -1.791 0.223 -0.223 -0.981 0.012
a -0.023 -0.324 0.040 -0.040 -0.17 <.\ O. 140
AU 0.005 0.071 -0.009 0.009 0.039 -0.031
w 0.489 -0.157 0.020 -0.020 -0.087 0.411
Pc 0.180 -0.023 0.003 -0.003 -0.013 -0.008
p. O. Hi 1 -0.023 0.003 -0.003 -0.013 -O.OOd1
Pxg 0.094 -0.012 0.001 -0.001 -0.007 -0.004
Pg 0.381 -0.049 0.006 -0.006 -0.027 -0.017
c 0.022 -0.434 0.053 -0.053 -0.667 0.073
i -0.176 -2.925 0.06B -0.068 -0.293 -0. HHl
G 0.381 -0.049 0.006 -0.006 -0.027 -0.017
X 0.045 -0.006 0.309 -0.309 -0.003 -0.002!P 0.018 -l w 791 0.223 -0.223 -0.901 0.012
D8

0.155' -0.746 0.092 -0.092 -0.400 -0.003
D' 0.166 -0.673 0.083 -0.083 -0.360 -0.001~
d' -0.027 -0.646 0.001 -0.0<>'1 -0.356 0.006
Pdt 0.192 -0.026 0.002 -0.002 -0.004 -0.010
H 0.498 -0.064 0.008 -0.008 -0.035 -0.022
.MC 0.016 0.197 -0.025 0.025 O. 109 -0.002
K 0.033 0.025 -0.004 0.004 0.025 -0.144
W 0.466 -0.481 0.060 -0.060 -0.265 0.551

Z~t -0.027 -0.699 0.085 -0.Od5 -0.355 -0.553
(W+ 0.274 -0.744 0.091 -0.091 -0.391 -0.009
T' 0.166 -0.673 0.083 -0.083 -0.360 -0.0041
xe -0.094 0.012 ~0.001 0.001 0.007 0.004
xg -0.057 0.007 0.253 -0.253 0.004 0.002
x -0.047 0.006 0.207 -0.207 0.003 0.002
Kg 0.037 -0.005 0.254 -0.254 -0.003 -0.002
X 0.031 -0.004 0.210 -0.210 -0.002 -0.001
Px 0.077 -0.010 0.003 -0.003 -0.005 -0.003
m 0.016 -1.585 0.197 -0.197 -0.868 0.01 1
M 0.016 -1.562 0.195 -0.195 -0.856 0.011
y' -0.038 -0.402 0.050 -0.050 -0.223 0.005
AGAF 0.041 0.511 -0.064 0.064 0.282 -0.006
d -0.030 -0.725 0.090 -0.090 -0.399 0.007
y -0.041 -0.51 1 0.064 -0.064 -0.282 0.006
y 0.190 -0.542 0.066 -0.066 -0.286 -0.006
Py 0.231 -0.030 0.003 -0.003 -0.003 -0.012
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