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Abstract 
 
In this paper, we study the throughput of multiclass networks featuring several types of flexible servers 
as well as general constraints both on the number of servers having the same skills and on the number 
of servers allowed at each station. Each job class is characterized by its processing station, and each 
station is characterized by the amount of work assigned to that station upon job arrival. Servers may 
have different skills and efficiencies. We propose a simple method calculating an upper bound for the 
maximum network throughput achievable with static server allocation.

Key words: Server allocation, flexible server, multiclass network, throughput, bottleneck

JEL: C61, C62, C68
 
 
Tiivistelmä
 
Tässä artikkelissa tutkitaan joustavia erityyppisiä palvelimia käyttävän moniluokkaverkon läpäisyä, kun 
verkon solmuissa olevien palvelinten osaamisluokat ja kokonaismäärät noudattavat yleisiä rajoituseh-
toja. Jokaiseen asiakasluokkaan liittyy verkon solmu, jossa asiakkaita palvellaan, sekä työmäärä, jonka 
asiakkaat tuovat solmuun. Palvelimissa sallitaan eri osaamisluokkia ja palvelutehokkuuksia. Esitämme 
yksinkertaisen tavan verkon maksimiläpäisyn ylärajan laskemiseksi staattisella palvelinallokaatiolla. 

Asiasanat: Palvelinallokaatio, joustava palvelin, moniluokkaverkko, läpäisy, pullonkaula
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1 Introduction 
 
Stochastic network models with flexible servers are widely used for the analysis and optimization of 
computer and communication networks [11], manufacturing systems [12], and health care services [13]. 
In such models, “server flexibility” denotes a server’s job processing capacity at different network stations. 
An example of a flexible server is a person working in activities performed at the different network 
stations, and a person’s capacity at a given station is determined by his or her skill at carrying out the task 
at that station.  
 
There are extensive lists of papers analyzing throughput of systems with flexible servers as exemplified by 
[2]-[5]. Andradottir et al. [2] propose linear programming (LP) to determine the optimal allocation of a 
given number of flexible servers in a multiclass network. Al-Azzoni and Down [8] use the same allocation 
LP model for mapping tasks onto flexible servers. Down and Karakostas [3] extend the LP model in [2] 
and study server allocation under a constraint on the number of servers at each station. In this paper, we 
consider a multiclass network featuring general constraints both on the number of servers having the 
same skills and on the number of servers allowed at a given station. Server skills and efficiency at different 
stations are represented in the form of a productivity matrix. Our analysis is based on three explicit 
assumptions: 1) Upon arrival at a station, each job inputs some quantity of work; 2) The aggregate 
productivity of servers allocated to station is an additive function of the individual servers’ productivities; 
3) The expected rate of work assigned to each station must not exceed the total productivity of servers 
allocated to that station. We outline a new formulation for the problem of optimal static server allocation 
and propose a method for the calculation of an upper bound on the network throughput. 
 
Our formulation generalizes known problem formulations in three ways: A) Servers are divided into 
groups of servers having the same productivity; B) The number of servers found at a given station can be 
limited; C) We consider two types of networks: open networks, in which jobs can arrive and depart, and 
clopen networks, which forbid job arrival but permit job departure. 
 
 
2 Description of the system 
 
We consider a network composed of N stations, K job classes and M server types. The stations represent 
the job processing stage, and each station consists of infinite buffers as well as several servers that work in 
parallel. A job’s class uniquely identifies the job’s station, and a given job can change class after each 
processing stage. We use  to denote the set of job classes processed at station n. Upon the 
completion of service, a job in class  is either routed to class  with probability  or leaves the 

network with probability . The transition from class  to class  may correspond to a 

transition of the job from one station to another, or it may represent the job’s transition to another class 
within the same station. Recall that a network is open if jobs can both enter and leave the system. We call 
a network clopen if there are no arrivals, so that jobs can only leave the system. We assume that the matrix 
of routing probabilities  is invertible, which implies that each job class has a finite expected 

time to leave the network.  
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We assume that a job transmits to a station some volume of work that must be performed by servers, 
which are defined as independent exponentially distributed random variables. We denote by  the 

expected volume of work that each job of class  brings to a station. We consider networks having multi-
skilled servers that are split into M types according to their functionality. We denote by  the number 
of servers of type m. A server’s productivity is represented by a constant value that describes the volume of 
work that the server is able to process at a station per unit of time. We denote the productivity of type m 
servers at station  by . Servers of type m having zero productivity (i.e., for which ) will 
not be operational at station . Thus, a server can receive jobs at a given station only if its productivity at 
the station is positive. For that matter, a server can be allocated to any station where it is operational. For 
example, servers of type 1 may be operational only at stations 1, 2 and 3, whereas servers of type 2 may be 
operational only at stations 2, 3 and 4. The -matrix 

 
will be called the productivity 

matrix corresponding to a given set of servers and stations. The resulting skill matrix  is 

defined by setting  if  and by setting , if . If a productivity 
matrix consists entirely of the elements 0 and 1, then it coincides with the skill matrix.  
 
As defined, the productivity matrix  has  rows and M columns, where  is the number of network 
stations and M is the number of server types. Each positive entry  in  corresponds to a skill 

pattern. For example, a positive value in the productivity matrix  ( ) indicates that each server of 
type m can process tasks at the station n. The number  of skill patterns is bounded as follows: 

 .  
A productivity matrix can be represented by its fundamental digraph [1]. As depicted in Figure 1, the 
fundamental digraph  of  has  vertices  representing network stations, M 

vertices  representing server types, and  arcs  representing skill 
patterns and connecting stations to server types. Note that in the digraph , there is an arc from 
vertex  to vertex  if and only if servers of type m are capable to process jobs at station n, i.e., if 

. For each skill pattern l, we denote the indices of the tail  and the head  of arc  as 

 and , respectively. Note that the fundamental digraph of the productivity 
matrix  and the fundamental digraph of the skill matrix  are the same. We call this digraph 
the digraph of skill patterns. 
 
Consider three matrices, an -matrix , an -matrix , and an -matrix  defined 
by 
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, 

, 

where  if  and  if . Matrix  contains a single 1 in each column, matrix  
contains a single 1 in each row, and matrix  is diagonal. It is easy to verify that matrices  and  
provide a factorization of the skill matrix  and the productivity matrix  as  

 ,  .  
 
Servers are assumed to be flexible in the sense that the sets of stations where servers are operational may 
overlap and each server can be allocated to any station at which that server is operational. The allocation 
of servers to stations can be described by an integer matrix , where  is the 
number of type m servers allocated to station . Because the total number of allocated type m servers 
cannot exceed bm, the matrix  must satisfy the following constraints: 

 
, . (1) 

 
Let  represent the set of all stations, and  denote a collection of 
non-empty subsets of . We assume that for each set of stations , a positive number  is 

specified serving as an upper limit for the number of servers allocated to stations belonging to the set  
. Therefore, only those server allocations are feasible that satisfy the constraints 

 , . (2) 

For example, if , then the number of servers at station n has the upper bound 
, , whereas the total number of servers in the network cannot exceed . 

 
We assume that service discipline at each station is work-conservative, i.e., that no server is left idle at a 
station unless its queue is empty. Servers are assumed to cooperate in the sense that if there are multiple 
servers allocated to a station, then these servers pool their efforts, so that the aggregate productivity of all 
servers allocated to station  can be calculated as 

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

)(),(

)2(),2(

)1(),1(

LheadLtail

headtail

headtail

π

π
π

U

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

MLheadLheadLhead

Mheadheadhead

Mheadheadhead

),(2),(1),(

),2(2),2(1),2(

),1(2),1(1),1(

δδδ

δδδ
δδδ

…
…………

…
…

W

1=ijδ ji = 0=ijδ ji ≠ V W

U ,V W U
F Π

VWF = VUWΠ =

−×MN ][ nmx=X nmx
n

X

m
N

n
nm bx ≤∑

=1
Mm ,,2,1 …=

},,2,1{ N…=N� �G },,{ 21 LSSS …=
N G∈iS iB

G∈iS

i
Sn

M

m
nm Bx

i

≤∑ ∑
∈ =1

Li ,,2,1 …=

}},{,},2{},1{{ NG� N…=

nB 1,2, ,n N= … 1+NB

n

0 

0
.   .       . 



ETLA Keskusteluaiheita – Discussion Papers No 12616

 4

 , . (3) 

If  for some station n and server type m, then the corresponding number of allocated servers 

should also have zero value (i.e., ) because the allocation of type m servers to station n cannot 
improve that station’s performance. Therefore,  is only characterized by those entries corresponding to the 

 positive entries of the productivity matrix . This implies that instead of needing  unknowns 
, we must only search for a vector x of length  that specifies the positive entries of . The server 

allocation vector  corresponding to the server allocation matrix  is defined by  

 
where 

, . 
The server allocation vector constraints on the total quantity of servers (1)-(2) and formula (3) can be 
rewritten as 

 , ,
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where the matrix  is defined by . 
 
 
3 Server allocation 
 
3.1 Open networks 

Assume that arriving jobs are routed to class  with probability , where . The expected 

number of visits 
 
to class j, called the visiting ratio, can be uniquely determined by solving the 

following linear system [10]: 

 , .   

The total expected workload at station n, which is the expected volume of work that each job places into 
station n during the job’s lifetime, is given by 

 . (4) 
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In the load-proportional server allocation approach, servers of each type are assigned to every station at 
which they are operational, directly proportional to the workload  and inversely proportional to the 
server productivity at the station. Special multipliers kn depend on the feasibility of the constraints from 
(2). In other words, in the load-proportional server allocation approach, the number of servers of type  
allocated to station  is calculated as 

 , (5) 
where 

  

 

(6) 

 

,  

 

(7) 

If the constraints from (2) are omitted, i.e., if , then  for all  in (5). Load-
proportional server allocation accounts for the constraints (1) and (2), but it also ignores the effect of the 
aggregate productivity expressed by formula (23). 
 
The total expected service time required for processing a job at a station n over all its visits to the station 
can be calculated as 

 
. (8) 

and the saturation rate of station  can be calculated as 

 
. (9) 

At each station of a stable network, the job arrival rate

 

 cannot be larger than the saturation rate [9]-
[10]. Therefore, job arrival rate  is feasible only if it satisfies the inequality , where the 
network throughput  is defined as 

 
.  

Equivalently, the job arrival rate  must satisfy the following constraints: 
 , . (10) 
These constraints demand that the total expected amount of work placed into each station per unit of 
time does not exceed the total productivity of the servers allocated to the station.  
 
These inequalities in (10) compose a necessary but not sufficient condition for network stability. Non-
stable networks satisfying (10) have been observed in practice for a long time; see [14] for an example of a 
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non-stable communications network. Necessary and sufficient conditions for the stability of various 
stochastic networks can be found in the survey [15]. 
 
For any feasible job arrival rate , the utilization of station  may be defined as follows: 

  (11) 

and the utilization of all type m servers may be defined as  

 

. (12) 

A bottleneck station is defined to be any station  for which the saturation rate  attains its 
minimum value  [9]. It follows from (6) that bottleneck stations have the highest utilization in the 
system. We formulate the Throughput Maximization problem for an Open network (TMO) as the 
following integer programming problem: 
 (TMO) 
 maximize  

  (13) 

 subject to:  
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 , , . (16) 
 
Here,  denotes the set of natural numbers, and the expected workloads  are calculated using (4). 

For an optimal allocation of servers, specified by a solution  to TMO, the value  gives the 
maximum throughput achievable with static server allocation. 
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, .  

Taking into account the network’s initial state, the expected number of class  jobs processed by the 
network before it becomes empty can be calculated as 

 
. (17) 

This value also can be determined directly from the linear system 

 , .  

Therefore, the expected volume of work placed into station n can be calculated as  
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and the total expected service time over all visits of all jobs at station can be calculated as 

 . (19) 
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4  Upper bounds for the maximum throughput 
 
The general solution of integer programming problems presents a difficult task [6], as does the solution of the 
particular problem of throughput maximization in a network with heterogeneous flexible servers [3]. However, 
the maximum throughput of a network can be easily estimated. In this section, we give an upper bound for the 
throughput of open networks. A lower bound for the time-to-empty of a clopen network can be similarly 
derived. 
 
4.1  The case  for all n and m 

 
Assume that server productivities are independent of the server type, that  for all n and m, and 

that  is a solution of the TMO. Then, for every station n, we have that 

, 

and it follows from (23) that for each set , the following inequality holds: 

. 

Therefore, the maximum throughput of the network has the following upper bound:  

  
(25)

 

Note that the denominator in (25) is the total expected service time required for processing a job over all its 
visits to the set of stations  This upper bound for network throughput in (25) generalizes a similar 
bound derived in [3]. 
 
4.2 General case 
 
In the general case, a relaxation of the constraints in (24) can be used to obtain an upper bound for the 
maximum throughput. Consider the following Relaxed TMO (RTMO): 
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,  (28) 

 , ,  , . (29) 
 
The only difference between RTMO and TMO is that here, the unknown variables  may take on any 
nonnegative real values. Because the feasible space in RTMO is larger than in TMO, the value of the 

objective function 
 
for a solution 

 
to RTMO yields an upper bound for the maximum network 

throughput  provided by the solution from TMO. 
 
For any solution to the RTMO, there exists a balanced solution providing the same throughput as 

and satisfying the following equations: 

 

, . (30) 
For example, the matrix  defined by 

 
  

satisfies conditions (27)-(30).  
 
 
5 Solution of the relaxed throughput maximization problem 
 
Starting with some initial server allocation, we can consistently increase network throughput by moving 
servers from non-bottleneck stations to bottleneck stations. Figure 3 illustrates a simplified throughput 
maximization procedure for RTMO in which the constraints from (28) have been omitted. This 
procedure is iterative and converges to a solution with required accuracy , where , while 
undertaking the following steps: 
  
1. For each station n and server type m, compute the initial server quantities  using load-proportional 

server allocation. 
2. For each station n, compute the saturation rate  and network throughput . 
3. If the server allocation is balanced, then stop the server allocation procedure. 
4. Select a node  for which . 

5. For each non-bottleneck station  and each server type , compute the number of type  servers 
that can be relocated from station  to bottleneck station  in addition to the throughput gain 
achieved after relocation. 
5.1. If possible, compute the balancing number of type k servers that are required to be relocated 
from station  to station  to equate the saturation rates of stations i and  as  

,
1

i
Sn

M

m
nm Bx

i

≤∑ ∑
∈ =

Ki ,,2,1 …=

0≥nmx R∈nmx 1,2, ,n N= … Mm ,,2,1 …=

nmx

)~(Xλ X~

)( ∗Xλ ∗X

Y X
Y

)()( XX λμ =n 1,2, ,n N= …
X

)(
)(
Y
Y

n
nmnm yx

μ
λ

=

ε 10 <<< ε

nmx

)(Xnμ )(Xλ

*j )()(* XX λμ =j
i k k
i *j

i *j *j



ETLA Keskusteluaiheita – Discussion Papers No 126112

 10

 

  (31) 

5.2. Compute the number of type k servers that can be relocated from station  to station  as 
 . (32) 

5.3. Compute the throughput gain achieved after relocating  servers of type k from station i to 
station  as 

  . (33) 

6. Select a station  and a server type  for which the throughput gain  attains its 
maximum value.  

7. Adjust the allocated quantities of servers by removing  servers of type  from station  

and adding  servers of type  to station ; i.e., set 
 

 , . (34) 

 
8. If , then return to step 2. Otherwise, stop the server allocation procedure. 
 
Before each iteration of this method, there is a group of bottleneck stations having the same saturation 
rate. One by one, the saturation rate of a bottleneck station in the group increases, and after increasing the 
saturation rate of the last bottleneck station in the group, a new group of bottleneck stations arises. The 
saturation rate in the new group of bottleneck stations is higher than that of the previous group of 
bottleneck stations. Therefore, the sequence of network throughputs calculated in each iteration of the 
method forms a non-decreasing, bounded and convergent sequence. When convergence is reached, 

 gives the highest throughput that can be achieved with available servers.  
 
6 Examples 
 
 The examples below illustrate the use of our proposed method for the analysis of an optimal company 
structure. We consider a company for which each arriving job requires sequential processing of one unit 
of work for each of three operations. All servers (workers) are split into five types, and Figure 3 depicts the 
number of servers of each type. For each server type, Figure 4 depicts the service rates for each operation. 
In the examples below, each station is dedicated to exactly one job class. 
 
In Model 1, the company has two separate offices as depicted in Figure 5. Operation 1 is performed at 
stations 1 and 4, operation 2 is performed at stations 2 and 5 and operation 3 is performed at stations 3 
and 6. Six servers from categories 1-3 are working in the first office, while seven servers from categories 4 
and 5 are working in the second office. The corresponding productivity matrix for the company is 
depicted in Figure 6. Each job arrives into one of the two offices with equal probability. Therefore, the 
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expected number of visits to each station is equal to 0.5, as depicted in Figure 7. Figure 14 presents the 
results of load-proportional server allocation (5) and the corresponding saturation flows for Model 1. 
Figure 15 presents the results of calculating server allocation for Model 1 using our proposed throughput 
maximization procedure, as well as the corresponding saturation flows. 
 
In Model 2, the company also has two separate offices, but station 3 and station 6 have been merged and 
operation 3 is only performed at station 3 in the first office, as depicted in Figure 8. The corresponding 
productivity matrix is shown in Figure 9, and the expected number of visits to each station is shown in 
Figure 10. Figure 16 presents the results of load-proportional server allocation (5) and the corresponding 
saturation flows for Model 2. Figure 17 presents the results of calculating server allocation for Model 2 
using our proposed throughput maximization procedure, as well as the corresponding saturation flows. 
  
In Model 3, the company only has one office as depicted in Figure 11. The corresponding productivity 
matrix is rendered in Figure 12. In this case, each job visits each station; therefore, the expected number of 
visits to each station is equal to 1, as depicted in Figure 13. Figure 18 presents the results of load-
proportional server allocation (5) and the corresponding saturation flows for Model 3. Figure 19 presents 
the results of calculating server allocation for Model 3 using our proposed throughput maximization 
procedure, as well as the corresponding saturation flows. 
 
For each model, Figure 20 depicts the throughputs achieved with load-proportional server allocation and 
with server allocation proposed by our throughput maximization procedure. Figure 21 depicts server 
utilization for a job arrival rate of , achieved with our proposed method of server allocation. 
 
7 Conclusions 
 
In this paper, we have studied the performance of multiclass networks having several types of flexible 
servers. We have formulated the problem of optimal static server allocation in an open network as the 
integer programming problem of throughput maximization. We show that the problem of minimizing the 
average time-to-empty of a clopen network can be formulated similarly. Finding the solution to such 
problems for networks containing heterogeneous servers is difficult, and so we propose a method for 
calculating an upper bound for the maximum network throughput of open networks in addition to a 
lower bound for the minimum time-to-empty for clopen networks. Our results generalize some of the 
results found in [2, 3]. 
 
 
 
 
 
 
 
 
 
 
 

1000=a
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Figure 8	 Model 2
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Figure 9	 Productivity matrix for Model 2

Figure 10	 Expected number of visits for Model 2

Figure 11	 Model 3

Figure 12	 Productivity matrix for Model 3

Figure 13	 Expected number of visits for Model 3
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Figure 14	 Load-proportional server allocation and saturation flows for Model 1

Figure 15	 Optimal server allocation and saturation flows for Model 1

Figure 16	 Load-proportional server allocation and saturation flows for Model 2

Figure 17	 Optimal server allocation and saturation flows for Model 2
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Figure 18	 Load-proportional server allocation and saturation flows for Model 3

Figure 19	 Optimal server allocation and saturation flows for Model 3

Figure 20	 Network throughputs

Figure 21	 Server utilizations for a job arrival rate of a = 1000
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